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Abstract. Several one-step schemes for computing weak solutions of Lipschitzian quantum stochas-
tic differential equations (QSDE) driven by certain operator-valued stochastic processes associated
with creation, annihilation and gauge operators of quantum field theory are introduced and studied.
This is accomplished within the framework of the Hudson–Parthasarathy formulation of quantum
stochastic calculus and subject to the matrix elements of solution being sufficiently differentiable.
Results concerning convergence of these schemes in the topology of the locally convex space of so-
lution are presented. It is shown that the Euler–Maruyama scheme,with respect to weak convergence
criteria for Itô stochastic differential equation is a special case of Euler schemes in this framework.
Numerical examples are given.
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1. Introduction

This paper is concerned with the development, analysis, and applications of several
types of one step schemes for solving the following quantum stochastic differential
equation introduced by Hudson and Parthasarathy in [10]

dX(t) = E(t,X(t)) d∧π (t)+ F(t,X(t)) dA+
f (t)+

+G(t,X(t)) dAg(t)+H(t,X(t)) dt, (1.1)

X(t0) = X0, almost all t ∈ [t0, T ].

In Equation (1.1), the coefficients E,F,G,H lie in a certain class of stochas-
tic processes for which quantum stochastic integrals against the gauge, creation,
and annihilation processes ∧π , A+

f , Ag and the Lebesgue measure are defined.
Equation (1.1) involves unbounded linear operators on a Hilbert space and it is
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a noncommutative quantum generalization of the classical stochastic differential
equations of the form

dX(t,w) = H(t,X) dt + F(t,X) dQ(t),
X(t0) = X0, t ∈ [t0, T ], (1.2)

where the driving process Q(t) is a martingale and H , F are sufficiently smooth
ordinary functions. Unlike Equation (1.1), numerical schemes for solving Equa-
tion (1.2) are fairly well developed. Each of the schemes exhibits specific features
depending on the driving process and the solution space of Equation (1.2) (see
[11, 16, 19–23]).

However in [3], Equation (1.1) has been reformulated in the following equiva-
lent form:

d

dt
〈η,X(t)ξ 〉 = P(t,X(t))(η, ξ),

X(t0) = X0, t ∈ [t0, T ],
(1.3)

which is an ordinary differential equation of nonclassical type.
The solution stochastic process X(t) is a densely defined linear operator on

some tensor product of two Hilbert spaces, one of which is the Boson Fock space;
η, ξ lie in a dense subset of the tensor product Hilbert space and the map (η, ξ)→
P(t,X)(η, ξ) is a sesquilinear form for fixed (t, X). The explicit form of this map
is given by Equation (2.3) below.

Although the general theory of quantum stochastic differential equations and
inclusions has recently undergone rapid developments [2–5, 7–10, 14, 24], there
have not been corresponding developments in their numerical solutions. Unique
and unitary analytical solutions of some of these equations are known to exist but
are difficult to come by and generally are not in a readily usable forms.

The results of this paper are accomplished subject to some smoothness condi-
tions on the map t → 〈η,X(t)ξ 〉, Lipschitz and continuity conditions on the map
(t, x)→ P(t, x)(η, ξ). Linear multistep and quadrature schemes will be addressed
elsewhere. We examine the questions of convergence and consistency in respect of
discrete schemes that approximate matrix elements of solutions of QSDE. We are
able to introduce these schemes since the matrix elements 〈η,X(t)ξ 〉 of solution
X(t) of problem (1.1) have the advantage of being differentiable and their deriv-
atives are sesquilinear form-valued maps given by Equation (1.3). Moreover the
schemes here are independent of any feature of the integrator processes and do not
depend on some approximation procedures based on stochastic Taylor expansions
as in the classical case for real valued processes. They involve less complicated
analysis and their order of convergence are independent of such approximation
procedures.

Another important feature of the schemes concerns implementations. Com-
putations of the discrete values of the matrix elements of solution are carried
out directly as obtained in the implementations of discrete schemes for solving
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1. INTRODUCTION

We continue our studies in Ref.[5] concerning the reachable sets (or

attainability sets) of quantum stochastic differential inclusions given by

dXðtÞ [ Eðt;XðtÞÞd ^p ðtÞ þ Fðt;XðtÞÞdAf ðtÞ þ Gðt;XðtÞÞdAþ
g ðtÞ

þ Hðt;XðtÞÞdt; almost all t [ ½0; T�

Xð0Þ ¼ X0: ð1:1Þ

In Eq. (1.1), E, F, G, H lie in L2
locð½0; T� £ ~AÞmvs; X : ½0; T�! ~A belongs to

L2
locð

~AÞ and ^ p, Af, Aþ
g : ½0; T�! ~A are the driving gauge, annihilation and

creation processes. As usual A is the locally convex space of noncommutative

stochastic processes whose topology is generated by the family of seminorms

{kxkhj ¼ jkh; xjlj : x [ ~A; h; j [ D^E} (see Refs.[2 – 5,8 – 10] for details).

For arbitrary h; j [ D^E; it is well known (see Refs.[3,4,8]) that Eq. (1.1)

is equivalent to the first order initial value nonclassical inclusion given by

d

dt
kh;XðtÞjl [ Pðt;XðtÞðh; jÞ

Xð0Þ ¼ X0; almost all t [ ½0; T� ð1:2Þ

where ðh; jÞ! Pðt;XðtÞÞðh; jÞ is a multivalued sesquilinear form on D^E

with values in C, the field of complex numbers. The explicit form of the map P

is presented in Section 2 below.

By adopting similar notations as in Wolenski,[20] involving reachable sets

and sets of trajectories of classical differential inclusions, our considerations

in this paper mainly focus on the reachable set R ðTÞðX0Þ; which is defined by

R ðTÞðX0Þ ¼ {FðTÞ : Fð·Þ solves Eq: ð1:2Þ}: ð1:3Þ

For arbitrary h; j [ D^E; we associate with Eq. (1.3) the set

R ðTÞðX0Þðh; jÞ U {kh;FðTÞj; l : FðTÞ [ R ðTÞðX0Þ}: ð1:4Þ

Similarly, the set of trajectories of Eq. (1.2) is defined by

S ðTÞðX0Þ U {Fð·Þ : Fð·Þ solves Eq: ð1:2Þ}: ð1:5Þ
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Again, associated with Eq. (1.5), we define S ðTÞðX0Þðh; jÞ by:

S ðTÞðX0Þðh; jÞ U {kh;Fð·Þj; l : Fð·Þ [ S ðTÞðX0Þ}: ð1:6Þ

The main result of this paper is that the exponential formula

R ðTÞðX0Þðh; jÞ ¼
N!1
lim I þ

T

N
P

� �N

ðX0Þðh; jÞ ð1:7Þ

for the autonomous version of Eq. (1.2) holds subject to the map x ! PðxÞðh; jÞ
being locally Lipschitzian with convex values and the stochastic processes are

defined only on a simple Fock space. For the nonautonomous case, the

corresponding formula is given by Eq. (4.13) below. The power of I þ T
N

P
� �

in

Eq. (1.7) is that of composition of multivalued sesquilinear forms, defined in

Section 4 and the limit is a set limit in the sense of Kuratowski. The identity

multifunction I : ~A! 2
~A takes x ! {x}:

An important consequence of formula (1.7) is that solutions of the

inclusion (1.1) or (1.2) need not be invoked in order to determine the points in

R ðTÞðX0Þðh; jÞ: This situation is similar to what obtained in the case of

reachable sets for classical differential inclusions as explained in Ref.[20].

Another important feature of Eq. (1.7) concerns discretizations of

quantum stochastic differential inclusion (1.2). Equation (1.7) implies that the

set of all endpoints of the matrix elements of discrete trajectories of Eq. (1.2)

converge to the entire reachable set R ðTÞðX0Þðh; jÞ: Consequently, we obtain

convergence results concerning discrete approximate reachable sets of

Eq. (1.2).

This work is partly motivated by the need to develop numerical analysis

of quantum stochastic differential inclusions. As highlighted in Ref.[5],

emphasis so far has been on numerical procedures for continuous quantum

stochastic differential equations with high degree of differentiability of the

matrix elements of solutions (see Refs.[2 – 4]). The numerical analysis of the

discontinuous equations needs to be developed as well since a large number of

quantum stochastic differential equations arising from applications are

discontinuous but may be reformulated as regularized inclusions. Questions

concerning estimations of the Hausdorff distance between the sets of solutions

of Eq. (1.2) and the set of solutions of its discrete approximation will be

considered in a forthcoming paper.

The plan for the rest of the paper is as follows: Section 2 contains

preliminary notations and basic prerequisite results. In Section 3, we establish

a result concerning approximation of trajectories of Eq. (1.2) by trajectories

whose matrix elements are continuously differentiable. This extends the result

of Wolenski[20] concerning approximations of solutions of classical
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differential inclusions by C 1 trajectories. The main results, concerning the

exponential formula, are established in section 4. We formulate the discrete

Euler approximations of the reachable set of Eq. (1.2). Finally, we show that

the discrete reachable sets converge to the entire reachable set of Eq. (1.2).

2. PRELIMINARY RESULTS AND ASSUMPTIONS

As in Refs.[2 – 5,8 – 10], we associate with the locally convex state space ~A
of non-commutative stochastic processes the spaces Adð ~AÞ; Adð ~AÞwac;
L

p
locð

~AÞ; L1
g;locðRþÞ for a fixed Hilbert space g and for 0 , p , 1:

If A is a topological space, then closðAÞ (resp. compðAÞ) denotes the

collection of nonvoid closed (resp. compact ) subsets of A.

We employ the Hausdorff topology tH on closð ~AÞ determined by a family

of pseudo-metrics {rhjð·Þ; h; j [ D^E} on closð ~AÞ as follows:

For x [ ~A; M;N [ closð ~AÞ;

dhjðx;N Þ ;
y[N
infkx 2 ykhj;

dhjðM;N Þ ;
x[M
sup dhjðx;N Þ;

and

rhjðM;N Þ ; maxðdhjðM;N Þ; dhjðN ;MÞÞ:

For M [ closð ~AÞ; kMkhj U dhjðM; {0}Þ:
Similarly, for A;B [ closðCÞ and x [ C; the complex numbers, let

dðx;AÞ ¼
y[A
infjx 2 yj

dðA;BÞ ¼
x[A
sup dðx;BÞ

and

rðA;BÞ ¼ maxðdðA;BÞ; dðB;AÞÞ

Then we employ the metric topology on closðCÞ induced by r. The set -

theoretic operations are adopted as usual (see Refs.[8 – 10] for details).

In the followings, Kuratowski limits of set will be frequently employed. If

{Mj}
1
j¼1 is a sequence of subsets of A, we define the limsup and liminf of
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{M1
j¼1} by

j!1
lim supMj ¼ {a :

j!1
lim inf dhjða;MjÞ ¼ 0} ð2:1Þ

j!1
lim inf Mj ¼ {a :

j!1
lim sup dhjða;MjÞ ¼ 0}: ð2:2Þ

If lim supMj ¼ lim inf Mj; we say that the limit exists and write limj!1Mj

for the common value. We observe that if each Mj and A are compact in A and

contained in a bounded set, then from Eqs. (2.1) and (2.2), A ¼ limj!1Mj if

and only if rhjðMj;AÞ! 0 as j !1:
Similar definitions hold for the Kuratowski limit of a sequence of subsets

of C, the field of complex numbers. However, the Hausdorff metric r will now

replace the family of pseudo metric above.

Continuous Multivalued Stochastic Processes

A multivalued stochastic process indexed by the set ½0; T� # Rþ is a

multifunction on ½0; T� with values in closð ~AÞ: As in Ref.[5], the set of all

locally p-integrable multivalued stochastic processes will be denoted by

LP
locð

~AÞmvs; p [ ð0;1Þ while LP
locðI £

~AÞmvs is the set of maps F : I £ ~A 7!

closð ~AÞ such that the map t !Fðt;XðtÞÞ; t [ ½0; T� lies in LP
locð

~AÞmvs for every

X [ LP
locð

~AÞ:
For f ; g [ L1

g;locðRþÞ; p [ L1
BðgÞ;locðRþÞ; 1 is the identity map on

R^GðL2
gðRþÞÞ and M is any of the processes Af, Aþ

g ; ^ p and s 7! s1; s [ Rþ;
then the multivalued stochastic integral

R t

t0
Fðs;XðsÞÞdMðsÞ is adopted as in

Ref.[8].

Let G : ½0; T�! 2
~A be a given multivalued stochastic process indexed by

½0; T�: Then we say that G is upper semicontinuous at t0 [ ½0; T� if

j!1
lim sup GðtjÞ # Gðt0Þ

for all sequences {tj} with tj ! t0:
The map G is lower semicontinuous at t0 if

Gðt0Þ #
j!1
lim inf GðtjÞ

for all {tj} with tj ! t0:
G is said to be continuous if it is both upper and lower semicontinuous.

Similar definitions of continuity hold for a multifunction of the form: F :
~A! 2

~A:
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Lipschitzian Multifunctions

These are defined as follows:

(i) Let N be an open subset of A. A map F : N ! compð ~AÞ will be

called Lipschitzian if for all h; j [ D^E; there exist positive numbers Khj

such that

rhjðFðxÞ;FðyÞÞ # Khjkx 2 ykhj; ;x; y [ N :

We say that F is locally Lipschitzian if it is Lipschitzian on each compact

subset of N.

(ii) If F : N ! 2sesqðD^EÞ; where sesqðD^EÞ is the linear space of

sesquilinear forms on D^E; then F is Lipschitzian if

rðFðxÞðh; jÞ;FðyÞðh; jÞÞ # Khjkx 2 ykhj;

where Khj are positive real numbers.

We remark here that by Proposition (6.2) in Ref.[8], the map ðt; xÞ!

Pðt; xÞðh; jÞ appearing in Eq. (1.2) is Lipschitzian if the coefficients

E;F;G;H : ½0; T� £ ~A! 2
~A in Eq. (1.1) are Lipschitzian.

For E, F, G, H lying in L2
locðI £

~AÞmvs; Eq. (1.1) is understood as integral

inclusion given by

XðtÞ [ X0 þ

Z t

0

ðEðs;XðsÞÞd ^p ðsÞ þ Fðs;XðsÞÞdAf ðsÞ

þ Gðs;XðsÞÞdAþ
g ðsÞ þ Hðs;XðsÞÞdsÞ; t [ ½0; T�; ð2:3Þ

with initial data ðt0;X0Þ:
The explicit form of the map Pðt; xÞðh; jÞ is given as follows: For ðt; xÞ [

Rþ £ ~A; h; j [ D^E; such that h ¼ c^eðaÞ; j ¼ d^eðbÞ; c; d [ D; a;b [
L1
g;locðRþÞ; define the multifunction

Pab : ½0; T� £ ~A! 2
~A

by

Pabðt; xÞ ¼ mabðtÞEðt; xÞ þ nbðtÞFðt; xÞ þ saðtÞGðt; xÞ þ Hðt; xÞ

where

mabðtÞ ¼ kaðtÞ;pðtÞbðtÞlg

nbðtÞ ¼ k f ðtÞ;bðtÞlg
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and

saðtÞ ¼ kaðtÞ; gðtÞlg:

This leads to the multifunction

P : ½0; T� £ ~A! 2sesqðD^EÞ

defined by

Pðt; xÞðh; jÞ U kh;Pabðt; xÞj; l ¼ {kh; Zðt; xÞj; l : Zðt; xÞ [ Pabðt; xÞ}:

As in Ref.[20], we shall introduce the notion of escape times. In what follows,

unless otherwise indicated, we first consider the autonomous version of

Eqs. (1.1) and (1.2).

Let N # ~A be an open subset and x0 [ N : Assume that PðxÞðh; jÞ has

compact values and is locally Lipschitzian on N. Then we define the escape

time T̃ by

~T U sup T : cl
0#t#T

[
R ðtÞðx0Þ is compact in N

8<
:

9=
;;

where “cl” denotes the closure of the set.

Next, we present a non-commutative generalization of the Fillipov

existence theorem for inclusion (1.2) due to Ref.[8], in a form suitable for our

purpose. To this end, for an arbitrary process Z : ½0; T�! ~A lying in

Adð ~AÞwac; we define

sðZÞ U

Z T

0

d
d

dt
kh; ZðTÞjl; PðZðtÞÞðh; jÞ

� �
dt:

Theorem 2.1. Assume that the following conditions hold:

(a) Z : I 7! ~A is an arbitrary process lying in Adð ~AÞwac such that there

exists positive functions WhjðtÞ satisfying

d
d

dt
kh; ZðtÞjl; PðZðtÞÞðh; jÞ

� �
# WhjðtÞ:
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(b) There exists u . 0 and N # ~A such that each of the maps E, F, G,

H is Lipschitzian from N to ðclosð ~AÞ; tHÞ and that

QZ;u ¼ {x [ ~A : kx 2 ZðtÞkhj # u;;h; j [ D^E for some t [ ½0; T�} # N :

(c) Khj . 0 are the Lipschitz constants for the map P : N ! 2sesqðD^EÞ

on N.

(d) For arbitrary h; j [ D^E; t [ ½0; T�;

EhjðtÞ ¼ e tKhj

Z t

0

dsWhjðsÞ:

If in addition, E, F, G, H are continuous from A to ðclosð ~AÞ; tHÞ and

Z T

0

WhjðtÞdt , ue2KhjT ;

then there exists a solution F [ S ðTÞðZð0ÞÞ of Eq. (1.2) satisfying

kFðtÞ2 ZðtÞkhj , sðZÞeKhjT ; t [ J

and

d

dt
kh;FðtÞj l2

d

dt
kh; ZðtÞj l

����
���� # KhjEhjðtÞ þ WhjðtÞ

for almost all t [ J where

J ¼ {t [ ½0; T� : EhjðtÞ # sðZÞeKhjT # u}:

The next result is a useful lemma due to Wolenski.[20]

Lemma 2.2. Suppose that R, S, M1, M2, MN are real constants satisfying

Mjþ1 ¼ R þ SMj; for j ¼ 1; 2. . .N;

then

MN ¼ R
1 2 SN

1 2 S

� �
þ SNM0 if S – 1;

¼ NR þ M0 if S ¼ 1:

Ayoola522

MARCEL DEKKER, INC. • 270 MADISON AVENUE • NEW YORK, NY 10016

©2003 Marcel Dekker, Inc. All rights reserved. This material may not be used or reproduced in any form without the express written permission of Marcel Dekker, Inc.



3. SOME DENSITY RESULTS

In this section, we show that an arbitrary trajectory of the Inclusion (1.2)

may be approximated in A by a trajectory whose matrix elements are of class

C 1½0; T�; provided that the coefficients E, F, G, H are locally Lipschitzian and

the map PðxÞðh; jÞ has convex values in C. This extends similar results in

Ref.[20] to the present non-commutative quantum setting. In what follows, in

this Section and Section 4, we consider the initial space R ; C: Consequently,

D^E ¼ E and R^GðL2
gðRþÞÞ ; GðL2

gðRþÞÞ:

Theorem 3.1. Suppose that the following conditions hold.

(i) N is an open subset of A and P : N ! 2sesqðEÞ is a multivalued

sesquilinear form with nonempty, convex and compact values in C.

(ii) The coefficients E, F, G, H are locally Lipschitzian on N.

(iii) Fð·Þ [ S ðTÞðx0Þ is a trajectory of Eq. (1.2) with matrix element

kh;Fð·Þj; l U Fhjð·Þ [ S ðTÞðx0Þðh; jÞ:

Then for each e . 0; there exists ~Fð·Þ [ S ðTÞðx0Þ such that

kh; ~Fð·Þj; l U ~Fhjð·Þ [ S ðTÞðx0Þðh; jÞ
\

C 1½0; T�

and

kFðtÞ2 ~FðtÞkhj , e :

We first establish the following Proposition which will be employed in the

proof of Theorem 3.1.

Proposition 3.2. Let N, the map P and the coefficients E, F, G, H be as in

Theorem (3.1) and suppose that the following hold.

(i) Y : ½0; T�! ~A is an arbitrary process lying in Adð ~AÞwac such that its

matrix elements Yhjð·Þ U kh; Yð·Þj; l belong to C 1½0; T� for each pair

h; j [ E:
(ii) There is a compact set Q # ~A and u . 0 such that the set

{x : kx 2 YðtÞkhj # u; for some 0 # t # T ;h; j [ E} # Q # N :
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Let Khj be Lipschitz constants for the map P on Q. Assume further that

sðYÞ , ue2KhjT :

Then, there exists a trajectory ~Yð·Þ [ S ðTÞðYð0ÞÞ with

~Yhjð·Þ [ S ðTÞðYð0ÞÞðh; jÞ
\

C 1½0; T�

satisfying

kYðtÞ2 ~YðtÞkhj , sðYÞeKhjT :

We require the following lemma for the proof of Proposion (3.2).

If A # C is a closed, convex set and a [ C; we denote by projða;AÞ; the

unique element in A closest to the point a.

Lemma 3.3. Suppose that G : ½0; T�! 2
~A is a multivalued stochastic

process such that the map t ! GðtÞðh; jÞ is a continuous multivalued

sesquilinear form with nonempty, closed and convex values on ½0; T�: Suppose

further that V : ½0; T�! ~A is an adapted process such that the map t !

kh;VðtÞj; l is continuous for each pair of h; j [ E: Then the map

t ! projðkh;VðtÞj; l;GðtÞðh; jÞÞ

is continuous on ½0; T�:

Proof. The proof is an adaptation of the arguments in (Ref.[20], Lemma 3.3)

as follows: For each pair of h,j, set

PhjðtÞ U projðkh;VðtÞjl;GðtÞðh; jÞÞ

Let t0 [ ½0; T� and {tj}j$1 # ½0; T� with tj ! t0 as j !1:
Since t ! GðtÞðh; jÞ is continuous, the sequence {Phj(tj)} is bounded and

therefore has a convergent subsequence.

We assume that PhjðtjÞ! ~phj as j !1 by passing to a subsequence if

necessary but retaining the same notation. To conclude the proof, it is

sufficient for us to show that

Phjðt0Þ ¼ ~phj:

Since t ! GðtÞðh; jÞ is upper semicontinuous at t0, we have ~phj [ Gðt0Þðh; jÞ;
where ~phj ¼ kh; ~pjl; for some ~p [ Gðt0Þ # ~A:
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Again, since t ! GðtÞðh; jÞ is lower semicontinuous at t0, there exists qhj;j [
GðtjÞðh; jÞ such that qhj;j ! Phjðt0Þ:
Hence, we have

jVhjðt0Þ2 ~phjj ¼
j!1
limjVhjðtjÞ2 PhjðtjÞj #

j!1
limjVhjðtjÞ2 qhj;jj

by definition of PhjðtjÞ

¼ jVhjðt0Þ2 Phjðt0Þj;
ð3:1Þ

by continuity of Vhjð·Þ and the absolute value function j·j:
But Phjðt0Þ is the unique element in Gðt0Þðh; jÞ closest to Vhjðt0Þ: Therefore,

the last inequality implies that

Phjðt0Þ ¼ ~phj:

Proof of Proposition 3.2. The stochastic process Y [ Adð ~AÞwac is given

such that kh; Yð·Þjl [ C 1½0; T� for each h; j [ E and satisfies

sðYÞ , ue2KhjT :

By Lemma 3.3,

t ! Vhj;0 U proj
d

dt
kh; YðtÞj l; PðYðtÞÞðh; jÞ

� �

is continuous on ½0; T�: Set

Yhj;1 ¼ kh; Yð0Þj lþ
Z t

0

Vhj;0ðsÞds:

Then,

Yhj;1ð·Þ [ C 1½0; T�;

with

d

dt
Yhj;1ðtÞ ¼ Vhj;0ðtÞ [ PðYðtÞÞðh; jÞ

by definition.

Since Yhj;1ðtÞ is a sesquilinear form on ½0; T�; there exists a stochastic process

Y1 : ½0; T�! ~A such that

Yhj;1ðtÞ ¼ kh; Y1jl:
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Since

jYhj;1ðtÞ2 YhjðtÞj ¼

����
Z t

0

ðVhj;0ðsÞ2
d

ds
kh; YðsÞjlÞds

����

#

Z t

0

����Vhj;0ðsÞ2
d

ds
kh; YðsÞjl

����ds

¼

Z t

0

d
d

ds
kh; YðsÞjl; PðYðsÞÞðh; jÞ

� �
ds # sðYÞ , u:

i.e

kY1ðtÞ2 YðtÞkhj , u:

Then,

Y1ðtÞ [ Q # N ;;t [ ½0; T�:

Next, we set

Yhj;0ð·Þ ¼ Yhjð·Þ: ð3:2Þ

Inductively, suppose that n $ 1 and that adapted processes {Yj}
n
j¼1 have been

chosen such that the sequence {kh; Yjð·Þj; l}
n
j¼1 are continuously differentiable

on ½0; T� for all h; j [ E satisfying Eqs. (3.3)–(3.6) below, for all 0 # t # T

and j ¼ 1; 2. . .n

d

dt
kh; YjðtÞjl [ PðYj21ðtÞÞðh; jÞ; ð3:3Þ

d

dt
kh; YjðtÞjl2

d

dt
kh; Yj21ðtÞjl

����
���� # sðYÞK

j21
hj t j22

ð j 2 2Þ!
; ð3:4Þ

jkh; YjðtÞjl2 kh; Yj21ðtÞjlj # sðYÞ
ðKhjtÞ

j21

ð j 2 1Þ!
; ð3:5Þ

YjðtÞ [ Q: ð3:6Þ

First, we observe that when j ¼ 1; Eqs. (3.5) and (3.6) follow directly from

Eq. (3.2), Eq. (3.3) is obvious and Eq. (3.4) is vacuous.
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Next, we begin by defining

Vhj;nþ1ðtÞ ¼ proj
d

dt
kh; YnðtÞjl; PðYnðtÞÞðh; jÞ

� �

and

Yhj;nþ1ðtÞ ¼ kh; Yð0Þjlþ
Z t

0

Vhj;nþ1ðsÞds ¼ kh; Ynþ1ðtÞjl;

for some stochastic process Ynþ1 : ½0; T�! ~A:
By Lemma 3.3, t ! Vhj;nþ1ðtÞ is continuous and

d

dt
Yhj;nþ1ðtÞ ¼ Vhj;nþ1ðtÞ:

This implies that

Yhj;nþ1ð·Þ [ C 1½0; T�:

Let t [ ½0; T�; then

d

dt
Yhj;nþ1ðtÞ [ PðYnðtÞÞðh; jÞ:

Therefore,

d

dt
Yhj;nþ1ðtÞ2

d

dt
kh; YnðtÞjl

����
����

¼ d
d

dt
kh; YnðtÞjl;PðYnðtÞÞðh; jÞ

� �

# rðPðYn21ðtÞÞðh; jÞ;PðYnðtÞÞðh; jÞÞ by Eq: ð3:3Þ;

# KhjkYn21ðtÞ2 YnðtÞkhj by Lipschitz property;

¼ Khjjkh; Yn21ðtÞjl2 kh; YnðtÞjlj # sðYÞ
Kn

hjt
n21

ðn 2 1Þ!
by Eq: ð3:5Þ:

ð3:7Þ

The last inequality shows that Eq. (3.4) holds for j ¼ n þ 1:
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Next, we have

jkh; Ynþ1ðtÞjl2 kh; YnðtÞjl

#

Z t

0

d

ds
Yhj;nþ1ðsÞ2

d

ds
kh; YnðsÞjl

����
����ds

# s ðYÞ

Z t

0

Kn
hjs

n21

ðn 2 1Þ!
ds by ð3:7Þ

¼ s ðYÞ
ðKhjtÞ

n

n!
: ð3:8Þ

The last inequality shows that Eq. (3.5) holds for j ¼ n þ 1: Finally, we have

kYnþ1ðtÞ2 YðtÞkhj

¼ jkh; Ynþ1ðtÞjl2 kh; YðtÞjlj

#
Xn

j¼0

jkh; Yjþ1ðtÞjl2 kh; YjðtÞjlj

# sðYÞ
Xn

j¼0

ðKhjtÞ
j

j!
by Eqs: ð3:5Þ and ð3:8Þ

# sðYÞeKhjT , u: ð3:9Þ

This shows that Ynþ1ðtÞ [ Q: The induction proof is complete.

The foregoings imply the existence of a subsequence {Yj}
1
j¼1 of adapted

processes Yj : ½0; T�! ~A lying in Q with the property that the sequence

{kh; Yjð·Þjl}
1
j¼1 are continuously differentiable on ½0; T�:

It follows from Eqs. (3.5) and (3.4) that {YjðtÞ} is Cauchy in Q with the

property that

�
d
dt
kh; YjðtÞjl

�
is also Cauchy in C, the field of complex

numbers. Consequently, {YjðtÞ} converges uniformly to some ~YðtÞ in Q, i.e

kYjðtÞ2 ~YðtÞkhj ¼ jkh; YjðtÞj; l2 kh; ~YðtÞjlj! 0 as j !1:

This implies that

kh; YjðtÞjl! kh; ~YðtÞjl as j !1:
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The function kh; ~Yð·Þjl is continuously differentiable on ½0; T� since kh; Yjð·Þjl
lies in C 1½0; T� for each j.

Hence

d

dt
kh; YjðtÞjl!

d

dt
kh; ~YðtÞjl:

By Eq. (3.4), d
dt
kh; ~YðtÞjl is continuous by the continuity of the sequence

d
dt
kh; YjðtÞjl

� �
on ½0; T� for each j.

Moreover, for each t [ ½0; T� and by Eq. (3.3), we have

d

dt
kh; ~YðtÞjl ¼

j!1
lim

d

dt
kh; YjðtÞjl [

j!1
lim PðYj21ðtÞÞðh; jÞ ¼ Pð ~YðtÞÞðh; jÞ:

Hence,

~Yð·Þ [ S ðTÞðYð0ÞÞ

with

kh; ~Yð·Þjl [ S ðTÞðYð0ÞÞðh; jÞ:

Finally, from Eq. (3.9), we obtain

k ~YðtÞ2 YðtÞkhj ¼ n!1
limkYnþ1ðtÞ2 YðtÞkhj # sðYÞeKhjT :

The next result is a direct application of Lusin’s Theorem (see Refs.[17,16]) to

elements of Adð ~AÞ with Lebesque measurable matrix elements. The result will

be employed in the proof of Theorem (3.1) that follows.

Theorem 3.4. Assume that the following conditions hold:

f : ½0; T�! ~A is a stochastic process such that for all h; j [ E;
f hjðtÞ U kh; f ðtÞjl is Lebesque measurable on ½0; T� and

Rhj ¼
½0;T�
supj f hjðtÞj:

Then, given e . 0; there exists a borel subset J # ½0; T� and a continuous
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function Zhj : ½0; T�! C such that

ZhjðtÞ ¼ f hjðtÞ; t [ ½0; T�2 J;

½0;T�
supjZhjðtÞj # Rhj

and

LðJÞ , e ;

where L denotes the Lebesque measure.

Proof. Since f hjðtÞ is measurable on ½0; T� and Lð½0;T�Þ , 1; then, by

Lusin’s Theorem, (see Ref.[16] page 225 ) there exists a Borel subset J #
½0; T� such that

LðJÞ , e

and

f hjð·Þ [ Cð½0; T�2 JÞ:

Next we define

ZhjðtÞ ¼ f hjðtÞ; t [ ½0; T�2 J;

ZhjðtÞ ¼
Rhj

jkh; jlj
kh; jl; t [ J:

We note that Zhjð·Þ is well defined since jkh; jlj – 0;;h; j [ E; where

kh; jl ¼ e ka;bl;

h ¼ eðaÞ; j ¼ eðbÞ; a;b [ L2
gðRþÞ:

Consequently,

Zhjð·Þ [ C½0; T�

and the set

J ¼ {t [ ½0; T� : ZhjðtÞ – f hjðtÞ}

Ayoola530

MARCEL DEKKER, INC. • 270 MADISON AVENUE • NEW YORK, NY 10016

©2003 Marcel Dekker, Inc. All rights reserved. This material may not be used or reproduced in any form without the express written permission of Marcel Dekker, Inc.



satisfies

LðJÞ , e :

Again,

½0;T�
supjZhjðtÞj #

½0;T�
supj f hjðtÞj ¼ Rhj:

Proof of Theorem 3.1. Given that Fð·Þ [ S ðTÞðX0Þ and e . 0; we have

Fhjð·Þ [ S ðTÞðX0Þðh; jÞ for each pair of h; j [ E: We show that there exists a

trajectory ~Fð·Þ such that

~Fhjð·Þ [ S ðTÞðX0Þðh; jÞ
\

C 1½0; T�;

and kFðtÞ2 ~FðtÞkhj , e ; where ~Fhjð·Þ ¼ kh; ~Fð·Þjl:
We assume without loss of generality that e is sufficiently small so that the

following hold

{u : ku 2FðtÞkhj # e ; for some 0 # t # T ;;h; j [ E} # Q # N ;

for some compact set Q contained in N.

Let Khj $ 1 be Lipschitz constants for the map x ! PðxÞðh; jÞ on Q and let

Rhj ¼ sup

�
jvhjj : vhj [

u[Q

[
PðuÞðh; jÞ

�
:

Since Fð·Þ [ S ðTÞðX0Þ; we have

d

dt
kh;FðtÞjl

����
���� # Rhj;

for almost all t satisfying 0 # t # T : Let

f hjðtÞ ¼
d

dt
kh;FðtÞjl; t [ ½0; T�;

then by Theorem (3.3), there exists continuous functions Zhjð·Þ on ½0; T� and
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a Borel subset J # ½0; T� such that

ZhjðtÞ ¼ f hjðtÞ; for t [ ½0; T�2 J; ;h; j;

½0;T�
supjZhjðtÞj # Rhj;

and

LðJÞ #
e

4KhjRhjð1 þ TÞeKhjT
;

where L is the Lebesque measure on ½0; T�:
Next we define for each pair of h, j

YhjðtÞ ¼ kh;X0jlþ
Z t

0

ZhjðsÞds:

Then

Yhjð·Þ [ C 1½0; T�:

As YhjðtÞ is a sesquilinear form, there exists a stochastic process Y :

½0; T�! ~A such that

YhjðtÞ ¼ kh; YðtÞjl; almost all t [ ½0; T�:

It is immediate that Y lies in Ad( ~A)wac by definition.

Observe that for all t [ ½0; T�2 J; kh; YðtÞjl2 kh;FðtÞjl ¼ 0:
However, for all t [ ½0; T�; the following hold:

jkh; YðtÞjl2 kh;FðtÞjlj ¼ kYðtÞ2FðtÞkhj

#

Z
J

ZhjðsÞ2
d

ds
kh;FðsÞjl

����
����ds # 2RhjLðJÞ

#
e

2KhjeKhjT ð1 þ TÞ
#

e

2
: ð3:10Þ

Again, we observe that Eq. (3.10) implies that the set u : ku 2 YðtÞkhj #
e
2

� �
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is contained in Q. Next, we estimate sðYÞ as follows:

sðYÞ U

Z T

0

d
d

dt
kh; YðtÞjl;PðYðtÞÞðh; jÞ

� �

#

Z
½0;T�2J

rðPðFðtÞÞðh; jÞ;PðYðtÞÞðh; jÞÞdt

þ

Z
J

d
d

dt
kh; YðtÞjl;PðYðtÞÞðh; j

� �
dt

# Khj

Z T

0

kFðtÞ2 YðtÞkhjdt þ 2RhjLðJÞ:

Consequently, by applying Eq. (3.10), we have

sðYÞ #
KhjTe

2KhjeKhjT ð1 þ TÞ
þ

e

2KhjeKhjT ð1 þ TÞ
;

¼
e

2

KhjT þ 1

Khjð1 þ TÞ

� �
e2KhjT ,

e

2
e2KhjT ; since Khj $ 1:

Application of Proposition (3.2) to the process Y : ½0; T�! ~A with u ¼ e
2

and

Q, implies that there exists ~Fð·Þ [ S ðTÞðX0Þ such that

~Fhjð·Þ [ S ðTÞðX0Þðh; jÞ
\

C 1½0; T� ;h; j [ E

and

kYðtÞ2 ~FðtÞkhj ,
e

2
:

Finally, by employing Eq. (3.10) again, we conclude that

kFðtÞ2 ~FðtÞkhj # kFðtÞ2 YðtÞkhj þ kYðtÞ2 ~FðtÞkhj , e :

i.e

kFðtÞ2 ~FðtÞkhj , e :
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4. THE EXPONENTIAL FORMULA

We first present the definitions of composition of multifunctions suitable

for our purpose. Unless otherwise indicated, h; j [ E such that h ¼ eðaÞ;
j ¼ eðbÞ; a;b [ L2

gðRþÞ: In what follows I is the multifunction that takes

x ! {x}:

Definition 4.1. Let G0 and G1 : ~A! 2
~A be multifunctions defined on ~A. By

composition G0+G1 : ~A! 2
~A of G1 with G0, we mean the set

G0+G1ðxÞ ¼ {z : there exists y [ G1ðxÞ with z [ G0ðyÞ}:

GN
0 denotes the composition of G0 with itself N times.

Definition 4.2. The composition of the multivalued sesquilinear form P :
~A! 2sesqðEÞ with itself N times is defined by

PNðxÞðh; jÞ ¼ kh;PN
abðxÞjl;

where

PN
ab : ~A! 2

~A

is the composition of Pab with itself N times in the sense of Definition (4.1).

Theorem 4.3. Suppose N # ~A is open and P : ~A! 2sesqðEÞ is a locally

Lipschitzian multivalued sequilinear form with nonempty, compact values on

N. Let X0 [ N be fixed.

(i) For 0 # T # ~T; one has

N!1
lim sup I þ

T

N
P

� �N

ðX0Þðh; jÞ # clR ðTÞðX0Þðh; jÞ ð4:1Þ

(ii) If in addition, P is assumed to have convex values, then for all T $ 0;
we have

R ðTÞðX0Þðh; jÞ #
N!1
lim inf I þ

T

N
P

� �N

ðX0Þðh; jÞ: ð4:2Þ
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Proof. (i) Suppose 0 # T # ~T: Let Q ¼ cl
S

0#t#T R ðtÞðX0Þ:
Then Q is compact by definition of T̃. So there exists u . 0 such that Q þ

uB # N ; where B is the closed unit ball in ~A. We put

Rhj ¼ sup{jVhjj : Vhj [ PðQ þ uBÞðh; jÞ}

U sup{jVhjj : Vhj [
u[QþuB

[
PðuÞðh; jÞ}

and put Khj . 0 to be Lipschitz constants for P on Q þ uB:
Let e . 0: We show that for all large N satisfying

T

N
# min

e

RhjKhjTeKhjT
;

u

2Rhj

� �
; ð4:3Þ

the inclusion

I þ
T

N
Pab

� �j

ðX0Þ # R ðjT
N
ÞðX0Þ þ eB ð4:4Þ

holds. Consequently, the inclusion

I þ
T

N
P

� �j

ðX0Þðh; jÞ # R ðjT
N
ÞðX0Þðh; jÞ þ eBðh; jÞ ð4:5Þ

immediately follows from Eq. (4.4). Here, Bðh; jÞ ¼ {kh; xjl : x [ B}: Since

e is arbitrarily small, we can then conclude that Eq. (4.1) holds.

In the sequel, we put h ¼ T
N
; tj ¼ jh for j ¼ 0; 1; 2. . .N; where N satisfies

Eq. (4.3).

We shall establish Eq. (4.4) by induction on j. The case j ¼ 0 is trivial. For the

induction hypothesis, suppose Eq. (4.4) holds for all i such that 0 # i # j ,

N: Let Yjþ1 [ ðI þ hPabÞ
jþ1ðX0Þ: Then there exists Y0 ¼ X0; Y1; Y2. . .Yj and

U0;U1. . .Uj so that for 0 # i # j; we have

Ui [ PabðYiÞ and Yiþ1 ¼ Yi þ hUi:

We remark that when 0 # i # j; Eq. (4.4) implies that

Yi [ Q þ
u

2
B

so that

kh;Uijl [ PðQ þ uBÞðh; jÞ
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and so

jkh;Uijlj ¼ kUikhj # Rhj:

Let Fð·Þ be defined on ½0; tjþ1� as the piecewise linear interpolation of {Yi}
jþ1
i¼0

equally spaced on ½0; tjþ1� as follows

FðtÞ ¼ Yi þ ðt 2 tiÞUi if ti # t # tiþ1: ð4:6Þ

FðtÞ is adapted and weakly absolutely continuous on ½0; tjþ1�: The range of

Fð·Þ lies within Q þ uB because

Yi þ ðt 2 tiÞUi [ Q þ
u

2
B þ hRhjB # Q þ uB:

This follows from Eq. (4.3) since hRhj #
u
2
: Hence we have

sðFÞ ¼

Z tjþ1

0

d
d

dt
kh;FðtÞjl;PðFðtÞÞðh; jÞ

� �
dt

#
Xj

i¼0

Z tiþ1

ti

rðPðYiÞðh; jÞ;PðFðtÞÞðh; jÞÞdt

# Khj

Xj

i¼0

Z tiþ1

ti

kYi 2FðtÞkhjdt by Lipschitz property of P

# KhjTRhjh # ee2KhjT by ð4:3Þ:

By Theorem (2.1), there exists a solution F̃ of Eq. (1.2) such that

k ~FðtÞ2FðtÞkhj # sðFÞeKhjT ; 0 # t # tjþ1:

In particular, if we put t ¼ tjþ1; i ¼ j þ 1; we have from Eq. (4.6) Fðtjþ1Þ ¼

Yjþ1 and

k ~Fðtjþ1Þ2 Yjþ1khj # sðFÞeKhjT , e :

This implies that

dhjðYjþ1;R ðtjþ1ÞðX0ÞÞ , e :

Hence, we have

Yjþ1 [ R ðtjþ1ÞðX0Þ þ eB:

Thus Eq. (4.4) holds for all j ¼ 0; 1; 2. . .N: This completes the proof of (i).
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(ii) The values of x ! PðxÞðh; jÞ are now assumed to be convex. Thus

Theorem (3.1) can be applied.

Let Fð·Þ [ S ðTÞðX0Þ such that its matrix elements kh;Fð·Þjl U Fhjð·Þ [
C 1½0; T�; for each pair of h; j [ E:
By Theorem (3.1), any ~Fð·Þ [ S ðTÞðX0Þ can be approximated to any degree of

accuracy by Fð·Þ: Consequently, to prove Eq. (4.2), it is sufficient to show that

kh;FðTÞjl [
N!1
lim inf I þ

T

N
P

� �N

ðX0Þðh; jÞ:

Denote by Q, the range of Fð·Þ; i.e

Q ¼ {x : x ¼ FðtÞ; t [ ½0; T�}

and choose u . 0 so that

Q þ uB # N :

Let Khj be Lipschitz constants for the map P on Q þ uB: For each integer N,

h ¼ T
N
; tj ¼ jh; j ¼ 1; 2. . .N; define

1N;hj ¼
j¼0;1;...N

sup
kh;Fðtjþ1Þjl2 kh;FðtjÞjl

h
2

d

dt
kh;FðtÞjljt¼tj

����
����: ð4:7Þ

Since kh;Fð·Þjl is continuously differentiable on ½0; T�; 1N;hj ! 0 as N !1:
Assuming that N is large enough so that

1N;hj ,
uKhj

eKhjT 2 1
;

then it can be shown that

kh;FðTÞjl [ I þ
T

N
P

� �N

ðX0Þðh; jÞ þ
1N;hj

Khj

ðeKhjT 2 1ÞBðh; jÞ: ð4:8Þ

To prove Eq. (4.8), we proceed by letting Y0 ¼ X0 so that

Yhj;0 ¼ kh; Y0jl ¼ kh;X0jl

and

Uhj;0 ¼
d

dt
kh;FðtÞjljt¼t0

; M0 ¼ 0 [ R:

Having chosen

Yhj;j ¼ kh; Yjjl; Uhj;j ¼ kh;Ujjl
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for some Uj, Yj [ ~A; let

Yhj;jþ1 ¼ kh; Yjjlþ hkh;Ujjl;

where

Yjþ1 ¼ Yj þ hUj;

Uhj;jþ1 ¼ proj
d

dt
kh;FðtÞjljt¼tjþ1

; PðYjþ1Þðh; jÞ

� �

and

Mjþ1 ¼ ð1 þ KhjhÞMj þ 1:

We note that

Mj # Mjþ1

for each j and therefore by Lemma (2.2) (with R ¼ 1; S ¼ 1 þ Khjh) we have

MN ¼
1

Khjh
ðð1 þ KhjhÞ

N 2 1ÞÞ #
1

Khjh
ðeKhjT 2 1Þ: ð4:9Þ

Inductively, suppose for 0 # j , N; the estimate

kYj 2FðtjÞkhj # h1N;hjMj ð4:10Þ

holds. When j ¼ 0; Eq. (4.10) is trivial as Y0 ¼ Fð0Þ:
We have from Eq. (4.9) that

h1N;hjMj #
1N;hj

Khj

ðeKhjT 2 1Þ # u

by the choice of N.

Hence Eq. (4.10) implies that

Yj [ Q þ uB;

since Q consists of elements in the range of Fð·Þ and

B ¼ {x : kxkhj # 1} # ~A:
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By the Lipschitz property of P on Q þ uB and the choice of Uhj,j, we have

kh;Ujjl2
d

dt
kh;FðtÞjljt¼tj

����
���� ¼ rðPðYjÞðh; jÞ;PðFðtjÞÞðh; jÞÞ

# KhjkYj 2FðtjÞkhj

# Khjh1hj;NMj ð4:11Þ

by Eq. (4.10).

Therefore,

jkh;Yjþ1jl2kh;Fðtjþ1Þjlj# jkh;Yjjl2kh;FðtjÞjljþhjkh;Ujjl

2

���� d

dt
kh;FðtÞjljtjj

þ kh;FðtjÞjlþh
d

dt
kh;FðtÞjljtj

2kh;Fðtjþ1Þjl
����

����
#h1N;hjMjþKhjh

21N;hjMjþh1N;hj;

by ð4:10Þ ð4:11Þ and ð4:7Þ

¼h1N;hj½ð1þKhjhÞMjþ1�¼h1N;hjMjþ1:

Hence

kYjþ12Fðtjþ1Þkhj # h1N;hjMjþ1:

The estimate (4.10) holds for jþ1:
When j ¼ N; Eq. (4.10) combined with Eq. (4.9) leads to

jkh; YNjl2 kh;FðTÞjlj ¼ kYN 2FðTÞkhj

#
1N;hj

Khj

ðeKhjT 2 1Þ
ð4:12Þ

By the choice of Yj, j ¼ 0; 1; 2. . .N; kh; YNj; l lies in I þ T
N

P
� �N

ðX0Þðh; jÞ so

that Eq. (4.8) follows directly from Eq. (4.12).

By letting N !1 in Eq. (4.8), the conclusion (4.2) follows.

The exponential formula is recorded in the next Corollary as an

immediate consequence of Theorem 4.3.
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Corollary 4.4. Suppose that N # ~A is open and P is locally Lipschitzian on

N with nonempty, compact and convex values. Then for any X0 [ N ; and

0 # T # ~T; we have

R ðTÞðX0Þðh; jÞ ¼
N!1
lim I þ

T

N
P

� �N

ðX0Þðh; jÞ:

The next Corollary indicates that the interval ½0; T� may be partitioned in an

arbitrary manner provided that the width of the largest subinterval goes to

zero. To this end, we need the following definitions.

If D ¼ {t0; t1; . . .; tN} is a patition of ½0;T� (that is

t0 , t1 , t2· · · , tN ¼ T), define

jDj ¼
0#j#N21

sup jtjþ1 2 tjj:

If {Pab; j}
N
j¼1 is a collection of multifunctions Pab; j : ~A! 2

~A; define the

multifunction product by

ðPN
j¼1Pab; jÞðxÞ ¼ ðPab;N+Pab;N21+· · ·Pab;1ÞðxÞ:

For h, j [ E; this leads to the definition of the sesquilinear form:

ðPN
j¼1PjÞðxÞðh; jÞ U kh; ðPN

j¼1Pab; jÞðxÞjl:

Corollary 4.5. Suppose that N and P are as in Corollary 4.4 and let

X0 [ N ; 0 # T , ~T and h, j[ E: Then for any sequence of partitions Dk ¼

{tk
0; tk

1; . . .t
k
Nk

} of ½0; T� with jDkj! 0 as k !1; we have

R ðTÞðX0Þðh; jÞ ¼
k!1
limðPNk21

j¼0 ðI þ ðtk
jþ1 2 tk

j ÞPÞðX0Þðh; jÞ:

Proof. Follows similar steps as in the proof of Theorem 4.3 by replacing h by

hk
j U tk

jþ1 2 tk
j : A
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The Nonautonomous Case

Theorem 4.3 has its generalization to the nonautonomous version of

Eq. (1.2) as follows. We consider the initial time t0 ¼ 0 as usual. Let N be

open in A. Assume that for each pair h; j [ E; ðt; xÞ [ ½0; T� £N ; the

multifunction Pðt; xÞðh; jÞ is compact and convex in ~C such that t 7! Pðt; xÞ �

ðh; jÞ is continuous on ½0;1Þ and x 7! Pðt; xÞðh; jÞ is locally Lipschitzian on N
independent of t [ ½0; T�:

As in Theorem 4.3, we consider first, an equidistant time discretization of

the interval ½0; T� and in addition introduce the following notations. For

h; j [ E such that h ¼ eðaÞ; j ¼ eðbÞ; we set Pabðtj; xÞ U Pab;jðxÞ where

Pab;j : ~A 7! 2
~A and tj ¼ j T

N
; j ¼ 1; 2. . .N being an equidistant partition of the

interval ½0; T�: Consequently, we have the following results.

Theorem 4.6 Suppose that the multifunction ðt; xÞ 7! Pðt; xÞðh; jÞ satisfies

the above conditions. Then for all x0 [ N and 0 # T # ~T; we have

R ðTÞðX0Þðh; jÞ ¼
N 7!1
limPN

j¼1 I þ
T

N
Pj

� �
ðX0Þðh; jÞ; ð4:13Þ

where

PN
j¼1 I þ

T

N
Pj

� �
ðXoÞðh; jÞ ¼ kh; PN

j¼1 I þ
T

N
Pab;j

� �
ðX0Þ

� �
jl

The proof of Theorem 4.6 is omitted since it involves a routine modification of

the proof of Theorem 4.3. The nonautonomous version of Corollary 4.5 is also

straightforward to establish.

Approximations of Reachable Set for the QSDI

Consider now the autonomous version of QSDI (1.2). Then the Euler

approximation to the reachable set in the case of equally spaced partition {ti}
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can be written as follows

RN
hj;1 ¼ ðI þ hPÞðY0Þðh; jÞ

RN
hj;2 ¼ ðI þ hPÞ2ðY0Þðh; jÞ

· · ·· · ·· · ·· · ·· · ·

RN
hj;i ¼ ðI þ hPÞiðY0Þðh; jÞ

where the power of ðI þ hPÞ is that of composition of set valued map

described in Section 4. Then, by Theorem (4.3) and Corollary (4.4) RN
hj;N ; will

converge to R ðTÞðX0Þðh; jÞ in the sense that

R ðTÞðX0Þðh; jÞ ¼
N!1
lim I þ

T

N
P

� �N

ðX0Þðh; jÞ

provided that the conditions of the Theorem are satisfied.

ACKNOWLEDGMENTS

I am grateful to Professor M. Virasoro, the Director of the Abdus Salam

International Centre for Theoretical Physics, Trieste, Italy, for granting me a

Visiting Research Fellowship in Mathematics for the year 2001. This work

was undertaken while the Fellowship was being utilized at the Centre. I thank

Professor A. O. Kuku of Mathematics Section, for his help and

encouragement.

REFERENCES

1. Aubin, J.P.; Frankowska, H. Set-Valued Analysis; Birkhauser, 1990.

2. Ayoola, E.O. On numerical procedures for solving Lipschitzian quantum

stochastic differential equations Ph.D Thesis, University of Ibadan,

Nigeria, 1998.

3. Ayoola, E.O. Solutions of Lipschizian quantum stochastic differential

equations in a locally convex topological space. J. Sci. Res. 1998, 4 (1),

15–23.

4. Ayoola, E.O. Converging multistep methods for weak solutions of

quantum stochastic differential equations. Stoch. Anal. Appl. 2000,

18 (4), 525–554.

Ayoola542

MARCEL DEKKER, INC. • 270 MADISON AVENUE • NEW YORK, NY 10016

©2003 Marcel Dekker, Inc. All rights reserved. This material may not be used or reproduced in any form without the express written permission of Marcel Dekker, Inc.



5. Ayoola, E.O. Construction of approximate attainability sets for

Lipschitzian quantum stochastic differential inclusions. Stoch. Anal.

Appl. 2001, 19 (3), 461–471.

6. Dontchev, A.L.; Farkhi, E. Error estimates for discretized differential

inclusions. Computing 1989, 41, 349–358.

7. Dontchev, A.; Lempio, F. Difference methods for differential inclusions:

a survey. SIAM Rev. 1992, 34 (2), 263–294.

8. Ekhaguere, G.O.S. Lipschitzian quantum stochastic differential

inclusions. Int. J. Theor. Phys. 1992, 31 (11), 2003–2034.

9. Ekhaguere, G.O.S. Quantum stochastic differential inclusions of

hypermaximal monotone type. Int. J. Theor. Phys. 1995, 34 (3),

323–353.

10. Ekhaguere, G.O.S. Quantum stochastic evolutions. Int. J. Theor. Phys.

1996, 35 (9), 1909–1946.

11. Filipov, A.F. On the existence of solutions of multivalued differential

equation. Mat. Zametk 1971, 10, 307–313.

12. Filipov, A.F. Classical solutions of differential equations with multi-

valued right hand side. SIAM J. Control 1967, 5, 609–621.

13. Hudson, R.L.; Parthasarathy, K.R. Quantum Ito’s formulae and

stochastic evolutions. Commun. Math. Phys. 1984, 93, 301–324.

14. Komarov, V.A. Estimates of the attainability sets of differential

inclusions. Mat. Zametki 1985, 37 (6), 916–925.

15. Komarov, V.A.; Pevchikh, K.E. A method of approximating attainability

sets for differential inclusions with a specified accuracy. Comput. Math.

Math. Phys. 1991, 31 (1), 109–112.

16. Phillips, E.R. An Introduction to Analysis and Integration Theory; Intext

Educational Publishers: Scranton, Toronto, London, 1970.

17. Rudin, W. Real and Complex Analysis; McGraw-Hill: New York, 1974.

18. Veliov, V. Second order discrete approximation to linear differential

inclusions. SIAM J. Num. Anal. 1992, 2, 439–451.

19. Wolenski, P.R. A uniqueness theorem for differential inclusions.

J. Differential Eq. 1990, 84, 165–182.

20. Wolenski, P.R. The exponential formula for the reachable set of a

Lipschitz differential inclusion. SIAM J. Control Optim. 1990, 28 (5),

1148–1161.

Quantum Stochastic Differential Inclusions 543

MARCEL DEKKER, INC. • 270 MADISON AVENUE • NEW YORK, NY 10016

©2003 Marcel Dekker, Inc. All rights reserved. This material may not be used or reproduced in any form without the express written permission of Marcel Dekker, Inc.



LAGRANGIAN QUADRATURE SCHEMES FOR COMPUTING
WEAK SOLUTIONS OF QUANTUM STOCHASTIC DIFFERENTIAL

EQUATIONS∗
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Abstract. Lagrangian quadrature schemes for computing weak solutions of Lipschitzian quan-
tum stochastic differential equations are introduced and studied. This is accomplished within the
framework of the Hudson–Parthasarathy formulation of quantum stochastic calculus and subject to
matrix elements of solution being sufficiently differentiable. Results concerning convergence of these
schemes in the topology of the locally convex space of solution are presented. Numerical examples
are given.

Key words. quantum stochastic differential equations, Boson Fock spaces, exponential vectors,
sesquilinear form valued maps, Lagrangian quadrature, error estimates

AMS subject classifications. 60H10, 60H20, 65U05, 81S25

PII. S0036142999357312

1. Introduction. There have been intense research activities in the development
of numerical schemes for solving classical stochastic differential equations of the form

dX(t, w) = H(t,X)dt+ F (t,X)dQ(t),

X(t0) = X0, t ∈ [t0, T ],(1.1)

where the driving process Q(t) is a martingale and H, F are sufficiently smooth,
deterministic, and ordinary functions. Each of the schemes exhibits specific features
depending on the driving process and the solution space of (1.1) (see [14, 16, 18, 19,
27, 28, 31, 37]).

A noncommutative generalization of (1.1) is the following quantum stochastic
differential equation introduced by Hudson and Parthasarathy [13]:

dX(t) = E(t,X(t))d ∧π (t) + F (t,X(t))dA+
f (t)

+G(t,X(t))dAg(t) +H(t,X(t))dt,(1.2)

X(t0) = X0, almost all t ∈ [t0, T ].
In (1.2), the coefficients E, F, G, H lie in a certain class of stochastic processes for
which quantum stochastic integrals against the gauge, creation, and annihilation pro-
cesses ∧π, A+

f , Ag and the Lebesgue measure are defined. These integrator processes
are formally defined in the next section. Equation (1.2) involves unbounded linear
operators on a Hilbert space.

It is important to emphasize that several benefits have been achieved by interpret-
ing standard probability in a noncommutative quantum setting. Such benefits include
a better understanding of classical stochastic flows and of some parts of Wiener space
analysis and Wiener chaos expansions, which have recently been renewed through a
fundamental discovery of the chaotic representation property of the Azema martin-
gales (see Meyer [17]).

∗Received by the editors June 14, 1999; accepted for publication (in revised form) August 21,
2001; published electronically January 30, 2002.
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Quantum stochastic differential equations of the type (1.2) often arise as math-
ematical models which describe, among other things, quantum dynamical systems
and several physical problems in quantum stochastic control theory and quantum
stochastic evolutions (see, for example, [5, 6, 7, 10, 11, 13, 34, 35, 36]). Approximate
solutions of these models are imperative since analytical solutions are often difficult
to obtain in practice. In addition, (1.2) reduces to the classical Ito stochastic dif-
ferential equation (1.1) by a suitable choice of parameters in a simple Fock space.
In this case, the Ito process is regarded as a multiplication operator-valued process.
In general, quantum stochastic differential equations have undergone rapid analyti-
cal developments without corresponding developments in their numerical analysis (cf.
[3, 5, 6, 7, 9, 11, 12, 13, 23, 24, 33]).

In the work of Ekhaguere [5], (1.2) has been reformulated in the following equiv-
alent form:

d

dt
〈η,X(t)ξ〉 = P (t,X(t))(η, ξ),

X(t0) = X0, t ∈ [t0, T ],(1.3)

which is an ordinary differential equation of nonclassical type. The solution stochastic
processX(t) is a densely defined linear operator on some tensor product of two Hilbert
spaces, one of which is the Boson Fock space; η, ξ lie in a dense subset of the tensor
product Hilbert space and 〈η,X(t)ξ〉 is the inner product of the elements η and X(t)ξ
in the space. The map (η, ξ) → P (t,X)(η, ξ) is a sesquilinear form for fixed (t,X).
For processes which leave their domain invariant and for any positive integer m, the
mth power Xm(t) of the unknown process is understood in the sense of composition
of the operator X(t) with itself m times. However, our considerations in this work
concern (1.2) involving the unknown process of degree m = 1.

In this paper we study techniques based on Lagrangian quadrature, which can be
applied for computing weak solutions of the quantum stochastic differential equation
(1.2). By imposing the conditions that a choice of nodes should force the Lagrangian
interpolating projection to yield a best approximation in a suitable norm, the criterion
for the quadrature algorithm is derived.

As a special case of (1.2), our present work may be used to obtain discrete ap-
proximate solutions, in the weak sense, of a class of the quantum stochastic evolution
equation

X(t) = X(t0) +

∫ t

t0

X(s)[L1dΛ(s) + L2dA(s) + L3dA
+(s) + L4ds],(1.4)

considered in [13, 32], where Λ(t), A(t), A+(t), respectively, the gauge, annihilation,
and creation processes of strengths π = g = f = I and Lj , j = 1, 2 · · · 4, are opera-
tors defined on the initial space. As highlighted in [13], the unitary solutions of the
evolution equations generate uniformly continuous semigroups of completely positive
maps. Consequently, our schemes may be used in the integration of irreversible equa-
tion of motion described by such semigroups. These concepts as well as applications
to quantum theory of open systems and heat baths will be addressed elsewhere.

The quadrature method may also be used to generate approximations of the
expected value of solution of (1.1). We present an example for the linear case. Exten-
sion of our work to the case of nonlinear stochastic differential equations will definitely
involve a certain class of quantum stochastic processes which leave their domain in-
variant. This issue will be addressed in our subsequent papers.
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An important feature of quadrature methods is that the nodal points in the inter-
val of integration need not be equidistant. The schemes here involve less complicated
analysis, and the order of convergence is independent of some approximation proce-
dures similar to those based on stochastic Taylor expansions for real valued processes
as obtained in the numerical solution of (1.1) (see, for example, [14, 18, 37]). Another
important feature concerns implementations. Computations of the discrete values of
the matrix elements of solution are carried out directly as obtained in the implemen-
tations of discrete schemes for solving initial value problems for ordinary differential
equations. This is an advantage compared with the implementation of discrete Taylor
schemes for simulations of sample paths and functionals of the solution of stochastic
differential equation (1.1), where the random increments of the driving process have
to be computed by a random number generator. We do not have a uniform tightness
type of requirement or a correction term in the limit as in the case of the Wong–Zakai
approximation of the noise terms in the classical setting (see [14, 18, 31, 37]).

There are many other interesting motivations for studying quadrature solutions
of deterministic ordinary and partial differential equations. For an account of these
and some limitations of the methods, we refer the reader to [4, 20, 21, 22]. In these
references, quadrature methods have been applied to ordinary and partial differential
equations. In general, the quadrature method is a fast and efficient method involving
substantial savings in computational efforts for a suitable value of the total nodal
points N .

Under an appropriate optimality condition, the Lagrangian quadrature transforms
the quantum stochastic differential equation to purely algebraic equations in terms
of the nodal values only. Since common stochastic processes are not differentiable in
the classical sense, quadrature method cannot be applied directly to solve ordinary
stochastic differential equations with respect to weak convergence criteria. We are able
to apply this method by considering the equivalent form of the quantum analogue of
these equations. This yields a benefit of quantization of ordinary stochastic differential
equations.

Since the ordinary differential equation (1.3) is of a nonclassical type, stability
analysis is much more complicated compared with the classical initial value problems.
In subsequent papers, we will examine the stability of the quadrature schemes.

The rest of the paper is organized as follows: In section 2, we outline some
fundamental definitions, notations, and structures that are foundations of the Boson
Fock space stochastic calculus employed in what follows. These are adopted from
[5]. Section 3 is devoted to the derivation of the Lagrangian quadrature appropriate
for quantum stochastic differential equations under some optimality conditions. In
section 4, we describe the procedures for choosing the Lagrangian interpolants and
the computation of quadrature coefficients. The establishment of bounds for the local
and global discretization error is done in section 5. Some examples of (2.2) and results
of numerical experiments are reported in section 6. In comparison with the accuracy
of the Euler and a 2-step scheme employed in [2] to solve the same model problem
considered in Example 2, it is discovered that the Lagrangian quadrature scheme
produced better results and that numerical values of the matrix elements of solution
depend on the chosen exponential vectors.

2. Preliminaries. Let D be an inner product space and H be the completion
of D. We denote by L+(D,H) the set of all linear maps X from D into H such that
Dom[X∗] ⊇ D, where X∗ is the adjoint of X. We remark that L+(D,H) is a linear
space under the usual notions of addition and scalar multiplication of operators.
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If H is a Hilbert space, we denote by Γ(H) the Boson Fock space determined by
H. For f ∈ H, e(f) denotes the exponential vector in Γ(H) corresponding to f. We
remark here that the subspace E of Γ(H) generated by the set of exponential vectors
in Γ(H) is dense in Γ(H). Since the exponential vectors are linearly independent, an
operator with domain E is well defined by specifying its action on e(f), f ∈ H. For
other properties enjoyed by the exponential vectors and Boson Fock space, we refer
the reader to [1, 5, 17, 23, 24].

In what follows, D is some inner product space with R as its completion, and Y
is some fixed Hilbert space:

(i) For each t ∈ R+, we write L2
Y (R+) (resp., L

2
Y ([0, t)); resp., L

2
Y ([t,∞))) for

the Hilbert spaces of square integrable, Y -valued maps on [0,∞) (resp., [0, t);
resp., [t,∞)).

(ii) The noncommutative stochastic processes which we shall discuss are densely
defined linear operators on R⊗Γ(L2

Y (R+)); the inner product of this complex
Hilbert space will be denoted by 〈·, ·〉 and its norm by ‖ · ‖.

(iii) Let E,Et, and E
t, t > 0, be the linear spaces generated by the exponential

vectors in Γ(L2
Y (R+)),Γ(L

2
Y ([0, t))), and Γ(L

2
Y ([t,∞))), respectively; then we

introduce the following spaces:
(a) A ≡ L+(D⊗E,R⊗ Γ(L2

Y (R+))),
(b) At ≡ L+(D⊗Et,R⊗ Γ(L2

Y ([0, t))))⊗ 1t,
(c) At ≡ 1t ⊗ L+(D⊗E

t,R⊗ Γ(L2
Y ([t,∞)))), t > 0,

where ⊗ denotes algebraic tensor product and 1t (resp., 1t) denotes the iden-
tity map on R⊗ Γ(L2

Y ([0, t))) (resp., Γ(L
2
γ([t,∞)))), t > 0.

We note that At and At, t > 0, may be naturally identified with subspaces of A.

For η, ξ ∈ D⊗E, we define ‖ · ‖ηξ on A by ‖x‖ηξ = |〈η, xξ〉|, x ∈ A. Then
{‖ · ‖ηξ, η, ξ ∈ D⊗E} is a family of seminorms on A; we write τW for the locally

convex Hausdorff topology on A determined by this family. We denote by Ã, Ãt, and
Ãt the completions of the locally convex topological spaces (A, τW ), (At, τW ), and
(At, τW ), t > 0, respectively. The net {Ãt : t ∈ R+} is a filtration of Ã.

2.1. Boson quantum stochastic integration. Before defining the quantum
stochastic integral employed in the subsequent sections, we present a number of im-
portant notations and definitions.

Let I ⊆ R+; then we have the following:

(i) A map X : I → Ã is called a stochastic process indexed by I.
(ii) A stochastic process X is called adapted if X(t) ∈ Ãt for each t ∈ I. We

denote by Ad(Ã) the set of all adapted stochastic processes indexed by I.
(iii) A member X of Ad(Ã) is called

(a) weakly absolutely continuous if the map t → 〈η,X(t)ξ〉, t ∈ I, is ab-
solutely continuous for arbitrary η, ξ ∈ D⊗E.—we denote this subset of

Ad(Ã) by Ad(Ã)wac;
(b) locally absolutely p-integrable if ‖X(·)‖pηξ is Lebesgue measurable and

integrable on [t0, t) ⊆ I for each t ∈ I, p ∈ (0,∞) and arbitrary η, ξ ∈
D⊗E.—we denote this subset of Ad(Ã) by Lploc(Ã).

Stochastic integrators. Let B(Y ) denote the Banach space of bounded endo-
morphisms of Y and let the spaces L∞

Y,loc(R+) (resp., L
∞
B(Y ),loc(R+)) be the linear

space of all measurable, locally bounded functions from R+ to Y (resp., to B(Y )).
If f ∈ L∞

Y,loc(R+) and π ∈ L∞
B(Y ),loc(R+), then πf is the member of L∞

Y,loc(R+)

given by (πf)(t) = π(t)f(t), t ∈ R+. For f ∈ L2
Y (R+) and π ∈ L∞

B(Y ),loc(R+),
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we define the operators a(f), a+(f), and λ(π) in L+(D,Γ(L2
Y (R+))) as follows:

a(f)e(g) = 〈f, g〉L2
Y

(R+)e(g), a
+(f)e(g) = d

dσ e(g+σf)|σ=0, λ(π)e(g) =
d
dσ e(e

σπf)|σ=0

for g ∈ L2
Y (R+). These operators give rise to the operator-valued maps Af , A

+
f , and

∧π defined by Af (t) ≡ a(fχ[0,t)), A
+
f (t) ≡ a+(fχ[0,t)), ∧π(t) ≡ λ(πχ[0,t)), t ∈ R+,

where χI denotes the indicator function of the Borel set I ⊆ R+.
The operators a(f), a+(f), and λ(π) are the annihilation, creation, and gauge

operators of quantum field theory, respectively. The maps Af , A
+
f , and ∧π are

stochastic processes, called the annihilation, creation, and gauge processes, respec-
tively, when their values are identified with their ampliations on R⊗Γ(L2

Y (R+));
i.e., for any r ∈ {Af , A+

f ,∧π} and η = c ⊗ e(α), with α ∈ L2
Y (R+), c ∈ R, then

r(t)(c⊗ e(α)) = r(t)c⊗ e(α).
These are the stochastic integrators in the Hudson and Parthasarathy [13] for-

mulation of Boson quantum stochastic integration which we adopt in the rest of this
paper. Next we present the definition of the stochastic integrals, beginning with
simple stochastic processes.

A stochastic process p ∈ Ad(Ã) is called simple if there exists an increasing
sequence tn, n = 0, 1, 2, . . . , with t0 = 0 and tn → ∞ such that for each n ≥ 0, p(t) =
p(tn) for t ∈ [tn, tn+1). Let p, q, u, v ∈ Ad(Ã) be simple adapted stochastic processes
and let f, g ∈ L∞

Y,loc(R+) and π ∈ L∞
B(Y ),loc(R+). Then the family of operators M =

{M(t) : t ≥ 0} in Ad(Ã) defined by
M(0) = 0,

M(t) =M(tn) + p(tn)(∧π(t)− ∧π(tn)) + q(tn)(Af (t)−Af (tn))

+ u(tn)(A
+
g (t)−A+

g (tn)) + v(tn)(t− tn), tn < t < tn+1,

is called the stochastic integral of p, q, u, v with respect to ∧π, Af , A+
g , and the

Lebesgue measure. It is understood in integral form by

M(t) =

∫ t

0

(p(s)d ∧π (s) + q(s)dAf (s) + u(s)dA+
g (s) + v(s)ds)

and denoted in differential form as

M(0) = 0,

dM(t) = p(t)d ∧π (t) + q(t)dAf (t) + u(t)dA+
g (t) + v(t)dt.

Next we state the first fundamental result due to Hudson and Parthasarathy [13]
concerning quantum stochastic integrals of simple and adapted processes. In what
follows the inner product of the space Y is denoted by 〈·, ·〉Y .

Theorem 2.1.
(a) Let p, q, u, v be simple processes in Ad(Ã) and let M be their stochastic integral.

If η, ξ ∈ D⊗E with η = c⊗ e(α), ξ = d⊗ e(β), c, d ∈ D, α, β ∈ L∞
Y,loc(R+), and t ≥ 0,

then

〈η,M(t)ξ〉 =
∫ t

0

〈η, {〈α(s), π(s)β(s)〉Y p(s) + 〈f(s), β(s)〉Y q(s)
+〈α(s), g(s)〉Y u(s) + v(s)}ξ〉ds.(2.1)

(b) The result in (a) above remains true if for each integrand F ∈ {p, q, u, v} the
map t → F (t)ξ is measurable and satisfies∫ t

0

‖F (s)ξ‖2ds < ∞ ∀ t > 0 and ∀ ξ ∈ D⊗E.
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Extension of the stochastic integral above to integrands in L2
loc(Ã) requires esti-

mates of the integral in the family of seminorms {‖ · ‖ηξ, η, ξ ∈ D⊗E} that generates
the topology of Ã. First, we have the following proposition (Proposition 3.2 in [13]),
which is useful in extending Theorem 2.1 to integrands in L2

loc(Ã).
Proposition 2.2. Let p ∈ L2

loc(Ã). Then there exists a sequence p(n), n =
1, 2, . . . , of simple adapted processes such that for each t > 0 and for arbitrary η, ξ ∈
D⊗E, limn→∞

∫ t
0
‖p(s)− p(n)(s)‖2

ηξds = 0.
Next we present the following result which can be easily proved by applying

Theorem 2.1.
Proposition 2.3. Assume that the following hold:
(i) p, q, u, v are simple processes in Ad(Ã).
(ii) M(t) =

∫ t
0
(p(s)d ∧π (s) + q(s)dAf (s) + u(s)dA+

g (s) + v(s)ds)
for each t ∈ [0, T ], T > 0.

For arbitrary η, ξ ∈ D⊗E with η = c⊗ e(α), ξ = d⊗ e(β), c, d ∈ D, α, β ∈ L∞
Y,loc(R+),

let Kηξ,T be given by

Kη,ξ,T = sup
0≤s≤T

max{|〈α(s), π(s)β(s)〉|, |〈(s), β(s)〉|, |〈α(s), g(s)〉|, 1};

then

‖M(t)‖ηξ ≤ Kη,ξ,T

∫ T

0

[‖p(s)‖ηξ + ‖q(s)‖ηξ + ‖u(s)‖ηξ + ‖v(s)‖ηξ]ds.

Extension of the quantum stochastic integral. Let p, q, u, v be elements of L2
loc(Ã).

Then by Proposition 2.2, there exist simple adapted processes pn, qn, un, vn which
approximate p, q, u, v in L2

loc(Ã). We now let

Mn(t) =

∫ t

0

(pn(s)d ∧π (s) + qn(s)dAf (s) + un(s)dA
+
g (s) + vn(s)ds).

Applying the estimate of Proposition 2.3 to the difference Mn(t)−Mm(t), m, n ∈ N,
we find that the sequence {Mn(t)} is a Cauchy sequence in Ã and therefore converges
to a limit in Ã by the completeness of the locally convex space. The limit M(t) is
independent of the choice of approximating sequences and is defined to be the integral

M(t) =

∫ t

0

(p(s)d ∧π (s) + q(s)dAf (s) + u(s)dA+
g (s) + v(s)ds).

By employing the uniformity of the convergence on finite intervals, we may pass to
the limit of approximations by simple processes, so that Theorem 2.1 for coefficients
p, q, u, v belonging to L2

loc(Ã) remains valid.
Some fundamental notations and definitions.
(a) We denote the space of sesquilinear forms on D⊗E by sesq[D⊗E]. Thus,

sesq[D⊗E] = {a : D⊗E × D⊗E −→ C| the map (η, ξ) → a(η, ξ) is linear in ξ and
conjugate linear in η ∀ η, ξ ∈ D⊗E}.

(b) A stochastic process Φ will be called locally absolutely p-integrable if the map
t → ‖Φ(t)‖ηξ, t ∈ R+, lies in Lploc(I) for arbitrary η, ξ ∈ D⊗E and p ∈ (0,∞).

(c) For p ∈ (0,∞) and I ⊆ R+, L
p
loc(I×Ã) denotes the set of maps Φ : I×Ã −→

Ã, such that the map t −→ Φ(t,X(t)) lies in Lploc(Ã) for every X ∈ Lploc(Ã).



QUADRATURE SCHEMES FOR QUANTUM EQUATIONS 1841

In what follows, f, g ∈ L∞
Y,loc(R+), π ∈ L∞

B(Y ),loc(R+), 1 is the identity map on

R⊗ Γ(L2
Y (R+)). We introduce the processes Af , A+

g , ∧π, and s −→ s1, s ∈ R+ as
integrators.

(d) Let E,F,G,H ∈ L2
loc(I × Ã) and (t0, X0) be a fixed point of I × Ã. Then a

relation of the form

X(t) = X0 +

∫ t

t0

(E(s,X(s))d ∧π (s) + F (s,X(s))dAf (s)

+ G(s,X(s))dA+
g (s) +H(s,X(s))ds), t ∈ I,(2.2)

will be called a stochastic integral equation with coefficients E, F , G, H and initial
data (t0, X0) if X(t0) = X0.

As an abbreviation we shall sometimes write the foregoing equation as follows:

dX(t) = E(t,X(t))d ∧π (t) + F (t,X(t))dAf (t) +G(t,X(t))dA+
g (t) +H(t,X(t))dt

X(t0) = X0, almost all t ∈ I.

We refer to this as a stochastic differential equation with coefficients E, F , G, H and
initial data (t0, X0).

By a solution of the equation, we mean a weakly absolutely continuous stochastic
process φ ∈ L2

loc(Ã) such that
dφ(t) = E(t, φ(t))d ∧π (t) + F (t, φ(t))dAf (t) +G(t, φ(t))dA+

g (t) +H(t, φ(t))dt,

φ(t0) = X0, almost all t ∈ I.

(e) If Φ is a map from I × Ã into sesq[D⊗E], then for (t, x) ∈ I × Ã, the value of
Φ(t, x) at η, ξ ∈ D⊗E will be denoted by Φ(t, x)(η, ξ).

Such a map will be called Lipschitzian if for arbitrary η, ξ ∈ D⊗E,

|Φ(t, x)(η, ξ)− Φ(t, y)(η, ξ)| ≤ KΦ
ηξ(t) ‖x− y‖ηξ

∀x, y ∈ Ã and almost all t in I for some locally integrable functions KΦ
ηξ(t) on I. Φ will

be called continuous if the map (t, x) −→ Φ(t, x)(η, ξ) from I × Ã to C is continuous.
(f) Unless otherwise stated, E, F , G, H lie in L2

loc(I × Ã) and let (t0, x0) be

a fixed point of I × Ã. For η, ξ ∈ D⊗E, with η = c ⊗ e(α) and ξ = d ⊗ e(β), we
define µαβ , γβ , σα : I −→ C by µαβ = 〈α(t), π(t)β(t)〉Y , γβ(t) = 〈f(t), β(t)〉Y ,
σα(t) = 〈α(t), g(t)〉Y , t ∈ I.

To these functions, we associate the maps µE, γF , σG, P from I × Ã into the
set of sesquilinear forms on D⊗E defined by

(µE)(t, x)(η, ξ) = 〈η, µαβ(t)E(t, x)ξ〉,
(γF )(t, x)(η, ξ) = 〈η, γβ(t)F (t, x)ξ〉,
(σG)(t, x)(η, ξ) = 〈η, σα(t)G(t, x)ξ〉,

P (t, x)(η, ξ) = (µE)(t, x)(η, ξ) + (γF )(t, x)(η, ξ) + (σG)(t, x)(η, ξ)

+ H(t, x)(η, ξ),(2.3)

η, ξ ∈ D⊗E, (t, x) ∈ I × Ã, where H(t, x)(η, ξ) := 〈η,H(t, x)ξ〉.
The map P is known to have Lipschitz and continuity properties depending on

such properties of the coefficients of (2.2). Furthermore, it has been established that
if the coefficients E,F,G,H appearing in (2.2) belong to L2

loc(I × Ã), then (2.2) is
equivalent to (1.3). If, in addition, the coefficients are Lipschitzian, then for any fixed
point (t0, X0) of I × Ã, the existence and uniqueness of a solution Φ ∈ Ad(Ã)wac of
(2.2) are assured (see [1, 2, 5]).
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3. Lagrangian quadrature. Since the existence results hold with the general
Caratheodory conditions, we assume the following conditions in what follows:

(a) The map (t,X) → P (t,X)(η, ξ) of I × Ã to C is continuous for arbitrary
η, ξ ∈ D⊗E.

(b) P is Lipschitzian with continuous Lipschitz function Kp
ηξ(t) on [t0, T ] = I,

for η, ξ ∈ D⊗E.
(c) The unique exact solutionX(t) of (1.3) is such that the map t → 〈η,X(t)ξ〉 :=

Xηξ(t) is of class C
1(I) for arbitrary η, ξ ∈ D⊗E.

Suppose that t1, t2, t3, . . . , tN are N distinct points of [t0, T ] for some positive integer
N . Then we seek an interpolating approximation to the value X(t) of the exact
solution in the form

X(t) ∼=
N∑
p=1

Lp(t)X(tp),(3.1)

where

Lp(t) =

N∏
k=1
k �=p

[(t− tk)/(tp − tk)] , p = 1, 2, . . . , N, t �= tp(3.2)

= TN (t)/[(t− tp)T
′
N (tp)],

and

TN (t) = (t− t1)(t− t2) · · · (t− tN ).

We define the quadrature coefficient a
(n)
pk by

dn

dtn
Lk(t)|t=tp = a

(n)
pk .(3.3)

At the nodes tp, p = 1, 2, . . . , N , the Lagrangian interpolants satisfy Lk(tp) =

a
(0)
pk = δpk, where δpk is the Kronecker delta. This remains true under any linear
transformation t = au+ b. In most applications, we shall require the transformation
of the interval I = [t0, T ] of t into, say, the usually convenient interval [−1, 1] of u by
writing u = [2t− T − t0]/(T − t0).

The following lemma, which is due to Olaofe [20, 21], will be useful in what
follows.

Lemma 3.1.

∂

∂tm
Lp(t) = −a(1)

mpLm(t), where

a(1)
mp = L′

p(tm).

We shall write X(tp) for the value of the exact solution X(t) at tp and Xp as
its approximate value at tp. For nonnodal point t ∈ [t0, T ], we shall write Xt for the
approximate value of X(t). The global error at tp is given by ‖ep‖ηξ = ‖X(tp)−Xp‖ηξ
and the local error at any point t is given by ‖et‖ηξ = ‖X(t) − Xt‖ηξ for arbitrary
η, ξ ∈ D⊗E.
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Ordinarily, (3.1) may be used to interpolate 〈η,X(t)ξ〉 when 〈η,X(tp)ξ〉 are given
for p = 1, 2, . . . , N.During computation,Xp approximatesX(tp) so that (3.1) becomes

〈η,X(t)ξ〉 ∼=
N∑
p=1

Lp(t)〈η,Xpξ〉.

Definition 3.2. Let L,R : N×Ã �→ sesq[D⊗E]; then the numbers |L(N,X(t))(η, ξ)|
and |R(N,X(t))(η, ξ)| are called local truncation error and round-off error, respec-
tively, if the exact representation for 〈η,X(t)ξ〉 is given by

〈η,X(t)ξ〉 =
N∑
p=1

Lp(t)〈η,X(tp)ξ〉+ L(N,X(t))(η, ξ)(3.4)

and the computed representation by

〈η,Xtξ〉 =
N∑
p=1

Lp(t)〈η,Xpξ〉+R(N,X(t))(η, ξ).

The complex valued map Xηξ : [t0, T ] �→ C is defined by Xηξ(t) = 〈η,X(t)ξ〉 for
arbitrary η, ξ ∈ D⊗E, where X(t) is the exact solution of problem (1.3).

Putting 〈η,X(t)ξ〉 − 〈η,Xtξ〉 := 〈η, etξ〉, the global error ‖et‖ηξ satisfies

‖et‖ηξ ≤
N∑
p=1

|Lp(t)|‖ep‖ηξ + |L(N,X(t))(η, ξ)|+ |R(N,X(t))(η, ξ)|.

At the nodal point tk, L(N,X(tk))(η, ξ) = 0.
Next, we shall describe the notion of the Chebyshev minimax best approximation

of continuous complex valued functions.
Let C[t0, T ] denote the space of continuous complex valued functions on [t0, T ]

equipped with the uniform norm

‖f‖∞ = max
[t0,T ]

|f(t)|, f ∈ C[t0, T ].

For each positive integer N , let UN denote the linear subspace of C[t0, T ] consisting
of polynomials of degree at most N .

For f ∈ C[t0, T ], we define the distance from f to UN by

dist(f, UN ) = min
v∈UN

‖f − v‖∞.

Then we refer to the element u ∈ UN as a best approximation of f if and only if

‖f − u‖∞ = dist(f, UN ).
We now derive the quadrature algorithm which will ensure that the Lagrangian inter-
polating projection is a best approximation in the minimax sense for a suitable choice
of nodal points t1, t2, . . . , tN in [t0, T ].

By the Chebyshev minimax theory, it is well known that for any real valued
continuous function f on [t0, T ] and for each positive integer N , there is a polynomial
PN of degree N which is the best approximation to f in the minimax sense.
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To this end, suitable points t1, t2, . . . , tN in [t0, T ] can be found at which the error
function

RN (t) = f(t)− PN (t)

has alternate equal and opposite constant values (see, for example, Fox and Parker
[8], Powell [26]).

This condition holds if and only if

∂

∂tj
[RN (t)]

2 = 0, j = 1, 2, . . . , N.

Consequently, we have the following result.
Theorem 3.3. Let X(t) be the exact solution of problem (1.3) and let η, ξ ∈ D⊗E.

Then for a suitable choice of nodes t1, t2, . . . , tN in [t0, T ], the Lagrangian interpolating

projection Xηξ(t) ∼=
∑N
p=1 Lp(t)Xηξ(tp) satisfies

max
[t0,T ]

∣∣∣∣∣Xηξ(t)−
N∑
p=1

Lp(t)Xηξ(tp)

∣∣∣∣∣ = dist(Xηξ, UN )

if and only if

X ′
ηξ(tm) =

N∑
p=1

a(1)
mpXηξ(tp), m = 1, 2, . . . , N,

for each nonnodal point t ∈ [t0, T ] and ∀η, ξ ∈ D⊗E.
Proof. For η, ξ ∈ D⊗E, we have from (3.4)

|L(N,X(t))(η, ξ)| =
∣∣∣∣∣〈η,X(t)ξ〉 −

N∑
p=1

Lp(t)〈η,X(tp)ξ〉
∣∣∣∣∣ ,(3.5)

where Lp(t) = Lp(t; t1, t2, . . . , tN ) is defined by (3.2) and depends on the nodes
tp, p = 1, 2, . . . , N , for each t ∈ [t0, T ]. We now put

〈η,X(t)ξ〉 := Xηξ(t) = Uηξ(t) + iVηξ(t)

for some real valued functions t �→ Uηξ(t) and t �→ Vηξ(t). Then we have

L(N,X(t))(η, ξ) =

(
Uηξ(t)−

N∑
p=1

Lp(t)Uηξ(tp)

)
+ i

(
Vηξ(t)−

N∑
p=1

Lp(t)Vηξ(tp)

)
,

so that

|L(N,X(t))(η, ξ)|2 =
(
Uηξ(t)−

N∑
p=1

Lp(t)Uηξ(tp)

)2

+

(
Vηξ(t)−

N∑
p=1

Lp(t)Vηξ(tp)

)2

.

Since the maps Uηξ(t) and Vηξ(t) are continuous on [t0, T ], by the Chebyshev minimax
theory max[t0,T ] |L(N,X(t))(η, ξ)| will be minimum for a suitable choice of nodes
t1, t2, . . . , tN if and only if

∂

∂tm
|L(N,X(t))(η, ξ)|2 = 0, m = 1, 2, . . . , N.(3.6)
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But

∂

∂tm
|L(N,X(t))(η, ξ)|2

=
∂

∂tm

(
Uηξ(t)−

N∑
p=1

Lp(t)Uηξ(tp)

)2

+
∂

∂tm

(
Vηξ(t)−

N∑
p=1

Lp(t)Vηξ(tp)

)2

= 2

(
Uηξ(t)−

N∑
p=1

Lp(t)Uηξ(tp)

)(
− ∂

∂tm

N∑
p=1

Lp(t)Uηξ(tp)

)

+ 2

(
Vηξ(t)−

N∑
p=1

Lp(t)Vηξ(tp)

)(
− ∂

∂tm

N∑
p=1

Lp(t)Vηξ(tp)

)
,(3.7)

m = 1, 2, . . . , N.

Since |L(N,X(t))(η, ξ)| does not varnish identically, (3.7) is zero if and only if

− ∂

∂tm

N∑
p=1

Lp(t)Uηξ(tp) = 0

and

− ∂

∂tm

N∑
p=1

Lp(t)Vηξ(tp) = 0 , m = 1, 2, . . . , N.

These equations imply that

− ∂

∂tm

N∑
p=1

Lp(t)Xηξ(tp) = 0.(3.8)

From (3.8) and in view of Lemma 3.1,[
N∑
p=1

(
− ∂

∂tm
Lp(t)

)
Xηξ(tp) +

N∑
p=1

−Lp(t)
∂

∂tm
(Xηξ(tp))

]
= 0

or

Lm(t)

[
N∑
p=1

a(1)
mpXηξ(tp)−X ′

ηξ(tm)

]
= 0.

Since Lm(t) �= 0, consequently we have

X ′
ηξ(tm) =

N∑
p=1

a(1)
mpXηξ(tp), m = 1, 2, . . . , N.(3.9)

Remark 3.4.
(i) Equation (3.9) when applied at each of the nodes transforms the quantum

stochastic differential equation (1.3) to a purely algebraic system given by

N∑
p=1

a(1)
mpXηξ(tp) = P (tm, X(tm))(η, ξ), m = 1, 2, 3, . . . , N,
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with initial condition transforming to

N∑
p=1

Lp(t0)Xηξ(tp) ∼= Xηξ(t0).

(ii) If we write

Xηξ(t) = Uηξ(t) + iVηξ(t)

and

P (t,X(t))(η, ξ) = Re[P (t,X(t))(η, ξ)] + iIm[P (t,X(t))(η, ξ)]

for some real valued functions t → Uηξ(t), t → Vηξ(t), t → Re[P (t,X(t))(η, ξ)],
t → Im[P (t,X(t))(η, ξ)], then the system of the algebraic equations in (i) above may
be written in two parts, real and imaginary, as follows:

N∑
p=1

a(1)
mpUηξ(tp) = Re[P (tm, X(tm))(η, ξ)],

N∑
p=1

Lp(t0)Uηξ(tp) ∼= Uηξ(t0)

and

N∑
p=1

a(1)
mpVηξ(tp) = Im[P (tm, X(tm))(η, ξ)],

N∑
p=1

Lp(t0)Vηξ(tp) ∼= Vηξ(t0), m = 1, 2, 3, . . . , N.

We observe that each of the systems of equations consists of N+1 algebraic equations
in N unknowns. We shall discuss the methods of their solution in section 5.

(iii) The quadrature coefficients a
(s)
mp defined by (3.3) satisfy

a(s)
mp =

N∑
k=1

a
(s−q)
mk a

(q)
kp

∀q such that q = 1, 2, . . . , s− 1, with s < N (see [20, 21]).
The numerical solution of the systems in (i) and (ii) above is a simple task for

modern electronic computers. This is accomplished by using standard programs with

minimal computing time and storage for the N ×N matrix [a
(1)
ij ].

However, it is important to note that the computational complexity of Lagrange
polynomials is very large due to extreme number of multiplications and additions. In
practice, relatively low order quadrature is needed (that is, 3 ≤ N ≤ 15, say) so that
the total amount of storage and time needed on the computer is quite low.

Next, we present a corollary to the last theorem.
Corollary 3.5. Assume that for each pair of η, ξ ∈ D⊗E the exact solution

X(t) of problem (1.3) is such that

Xηξ(·) ∈ Cs+1[t0, T ], s = 0, 1, 2, . . . ;
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then the representation

X
(s)
ηξ (t)

∼=
N∑
p=1

Lp(t)X
(s)
ηξ (tp)

satisfies

max
[t0,T ]

∣∣∣∣∣X(s)
ηξ (t)−

N∑
p=1

Lp(t)X
(s)
ηξ (tp)

∣∣∣∣∣ = dist(X
(s)
ηξ , UN )

if and only if

X
(s+1)
ηξ (tm) =

N∑
p=1

a(s+1)
mp Xηξ(tp).

Proof. Using the inner product form of (3.1), ifXηξ(t) is replaced by its derivative,
then by Theorem 3.3

X ′
ηξ(t)

∼=
N∑
p=1

Lp(t)X
′
ηξ(tp)

is a best approximation of X ′
ηξ(t) provided that

X ′′
ηξ(tm) =

N∑
p=1

a(1)
mpX

′
ηξ(tp), m = 1, 2, . . . , N,(3.10)

where, by (3.9), we have

X ′
ηξ(tp) =

N∑
k=1

a
(1)
pkXηξ(tk).

Substituting in (3.10) for X ′
ηξ(tp), we have

X ′′
ηξ(tm) =

N∑
p=1

a(1)
mp

N∑
k=1

a
(1)
pkXηξ(tk)

=
N∑
p=1

N∑
k=1

a(1)
mpa

(1)
pkXηξ(tk)

=

N∑
p=1

N∑
k=1

a
(1)
mka

(1)
kpXηξ(tp).

Hence

X ′′
ηξ(tm) =

N∑
p=1

a(2)
mpXηξ(tp),



1848 E. O. AYOOLA

where

a(2)
mp =

N∑
k=1

a
(1)
mka

(1)
kp ,

by Remark 3.4(iii) above.
It follows in general that the representation

X
(s)
ηξ (t)

∼=
N∑
p=1

Lp(t)X
(s)
ηξ (tp)

is a best approximation of X
(s)
ηξ (t) if and only if

X
(s+1)
ηξ (tm) =

N∑
p=1

a(1)
mpX

(s)
ηξ (tp),

i.e., if and only if

X
(s+1)
ηξ (tm) =

N∑
p=1

a(s+1)
mp Xηξ(tp),

where q can take any values from 1 to s− 1, with s < N.

4. Lagrangian interpolants and computation of quadrature coefficients.
In this section, we compute the Lagrangian interpolants Lp(t) and the quadrature co-

efficients a
(k)
ij . These computations are independent of η, ξ ∈ D⊗E and are carried out

in the same manner as in the classical context. For several benefits of orthogonality,
we choose the set {Lp(t)} to be orthogonal on the interval [t0, T ] with respect to the
weight function w(t) = 1 as in [20, 21]. Consequently, the interval [t0, T ] for t may be
transformed to the appropriate interval [−1, 1] for u by the equation

u =
2t− T − t0

T − t0
.

In this case, the product polynomial TN (u) associated with Lp(u) transformed to
u ∈ [−1, 1] is the Legendre polynomial PN (u) of degree N on [−1, 1].

Consequently, we consider for the computation of the quadrature coefficients a
(k)
ij ,

the case of the unit weight function in the interval [−1, 1] with the product polynomial
TN (u) of Lp(u) as the Legendre polynomial PN (u) of degree N.

Since a
(1)
mp = L′

p(um) for um ∈ [−1, 1], m = 1, 2, . . . , N , it is easy to show that

a(1)
pq =

P ′
N (up)

(up − uq)P ′
N (uq)

, p �= q(4.1)

and

a(1)
pp =

P ′′
N (up)

2P ′
N (up)

=
up

1− u2
p

,(4.2)

where

PN (u) =
1

2NN !
DN (u2 − 1)N , D =

d

du
, u ∈ [−1, 1].
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By considering the properties of Legendre polynomials (see [21, 29]), it can readily be
shown that

a(1)
pq = −a

(1)
N+1−p,N+1−q.

By using (4.1) and (4.2), the constants a
(1)
pq for any value of N , say N = 3, 4, . . . , 15,

can be easily calculated. These values are then used as input data for a given problem
once N has been chosen.

5. Bounds for the local and global truncation errors, convergence, and
application to quantum stochastic differential equation. We first establish
the existence of a bound for the local truncation error by assuming some smoothness
conditions of the map t �→ 〈η,X(t)ξ〉 for each pair of η, ξ ∈ D⊗E. We then use this
bound to show that |L(N,X(t))(η, ξ)| → 0 as N → ∞.

To this end, we assume that the maps (µE)(·, X(·))(η, ξ), (γF )(·, X(·))(η, ξ),
(σG)(·, X(·))(η, ξ), and H(·, X(·))(η, ξ) which define the map P (·, X(·))(η, ξ) in (2.3)
are of class CN−1[t0, T ] to ensure that the map Xηξ(·) is of class CN [t0, T ].

Theorem 5.1. Assume that X is the exact solution of problem (1.3) such that
Xηξ(·) is of class CN [t0, T ] for each pair η, ξ ∈ D⊗E and N , a positive integer. Then
the local truncation error L(N,X(t))(η, ξ) satisfies

|L(N,X(t))(η, ξ)| ≤ max
t∈[t0,T ]

[
|X(N)

ηξ (t)|
N !

∣∣∣∣∣tN −
N∑
p=1

Lp(t)t
N
p

∣∣∣∣∣
]
.(5.1)

Proof. By (3.4) we have

L(N,X(t))(η, ξ) = 〈η,X(t)ξ〉 −
N∑
p=1

Lp(t)〈η,X(tp)ξ〉,

= Xηξ(t)−
N∑
p=1

Lp(t)Xηξ(tp).(5.2)

We now put

Xηξ(t) = Uηξ(t) + iVηξ(t),

where t → Uηξ(t) and t → Vηξ(t) are real valued functions for η, ξ ∈ D⊗E. Since
Xηξ(·) is of class CN [t0, T ], then Uηξ(·) and Vηξ(·) are also of class CN [t0, T ].

By Taylor’s theorem, we can write, for 0 ≤ t ≤ 1, 0 < θ < 1,

Uηξ(t) =

N−1∑
p=1

tp

p!
U

(p)
ηξ (0) +

tN

N !
U

(N)
ηξ (θt)

and

Vηξ(t) =

N−1∑
p=1

tp

p!
V

(p)
ηξ (0) +

tN

N !
V Nηξ (θt).(5.3)
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Substituting in (5.2), we get

L(N,X(t))(η, ξ)

=

N−1∑
j=1

tj

j!
U

(j)
ηξ (0) +

tN

N !
U

(N)
ηξ (θt) + i


N−1∑
j=1

tj

j!
V

(j)
ηξ (0) +

tN

N !
V

(N)
ηξ (θt)




−
N∑
p=1

Lp(t)


N−1∑
j=1

tjp
j!
U

(j)
ηξ (0) +

tNp
N !

U
(N)
ηξ (θtp)




−i

N∑
p=1

Lp(t)


N−1∑
j=1

tjp
j!
V

(j)
ηξ (0) +

tNp
N !

V
(N)
ηξ (θtp)




=
N−1∑
j=1

tj

j!
U

(j)
ηξ (0)−

N∑
p=1

Lp(t)

N−1∑
j=1

tjp
j!
U

(j)
ηξ (0)

+i


N−1∑
j=1

tj

j!
V

(j)
ηξ (0)−

N∑
p=1

Lp(t)

N−1∑
j=1

tjp
j!
V

(j)
ηξ (0)




+
tN

N !

(
U

(N)
ηξ (θt) + iV

(N)
ηξ (θt)

)
− 1

N !

N∑
p=1

Lp(t)t
N
p

(
U

(N)
ηξ (θtp

)

− i

N !

N∑
p=1

Lp(t)t
N
p V

(N)
ηξ (θtp).

By the exactness theorem of Lagrangian interpolation formula (see Stroud [29]), the
last equation becomes

L(N,X(t))(η, ξ)

=
1

N !
tN [U

(N)
ηξ (θt) + iV

(N)
ηξ (θt)]−

1

N !

N∑
p=1

Lp(t)t
N
p [U

(N)
ηξ (θtp) + iV

(N)
ηξ (θtp)]

=
1

N !

[
tNX

(N)
ηξ (θt)−

N∑
p=1

Lp(t)t
N
p X

(N)
ηξ (θtp)

]
.(5.4)

If we employ the integral form of the remainder in (5.3) we get

Xηξ(t) =

N−1∑
j=0

tj

j!
U

(j)
ηξ (0) + i

N−1∑
j=0

tj

j!
V

(j)
ηξ (0)

+
1

(N − 1)!
∫ t

0

(t− r)N−1(U
(N)
ηξ (r) + iV

(N)
ηξ (r))dr.(5.5)

Using (5.5) in (3.4), we get

L(N,X(t))(η, ξ)

= Xηξ(t)−
N∑
p=1

Lp(t)Xηξ(tp)



QUADRATURE SCHEMES FOR QUANTUM EQUATIONS 1851

=

N−1∑
j=0

tj

j!
U

(j)
ηξ (0) + i

N−1∑
j=0

tj

j!
V

(j)
ηξ (0) +

1

(N − 1)!
∫ t

0

(t− r)N−1X
(N)
ηξ (r)dr

−
N∑
p=1

Lp(t)


N−1∑
j=0

tjp
j!
U

(j)
ηξ (0) + i

N−1∑
j=0

tjp
j!
V

(j)
ηξ (0)




− 1

(N − 1)
N∑
p=1

Lp(t)

∫ tp

0

(tp − r)N−1X
(N)
ηξ (r)dr

=
1

(N − 1)!
∫ t

0

(t− r)N−1X
(N)
ηξ (r)dr

− 1

(N − 1)!
N∑
p=1

Lp(t)

∫ tp

0

(tp − r)N−1X
(N)
ηξ (r)dr,(5.6)

by the exactness of the Lagrangian interpolation formula for polynomials of degree
less than or equal to N − 1.

From (5.6), if we put r = ts, then

L(N,X(t))(η, ξ)

=
1

(N − 1)!
∫ 1

0

(1− s)N−1tNX
(N)
ηξ (ts)ds

− 1

(N − 1)!
N∑
p=1

Lp(t)

∫ 1

0

(1− s)N−1tNp X
(N)
ηξ (tps)ds

=
1

(N − 1)!
∫ 1

0

(1− s)N−1

{
tNX

(N)
ηξ (ts)−

N∑
p=1

Lp(t)t
N
p X

(N)
ηξ (tps)

}
ds.

Now by (5.4)

N !L(N,X(t))(η, ξ) =

[
tNX

(N)
ηξ (ts)−

N∑
p=1

Lp(t)t
N
p X

(N)
ηξ (tps)

]
,

where 0 < s = θ < 1.
Hence, on account of (5.6),

L(N,X(t))(η, ξ)

=
1

(N − 1)!
∫ t

0

(t− r)N−1X
(N)
ηξ (r)dr

− 1

(N − 1)!
N∑
p=1

Lp(t)

∫ t

0

(tp − r)N−1X
(N)
ηξ (r)dr

− 1

(N − 1)!
N∑
p=1

Lp(t)

∫ tp

t

(tp − r)N−1X
(N)
ηξ (r)dr

=
1

(N − 1)!
N∑
p=1

∫ t

tp

Lp(t)(tp − r)N−1X
(N)
ηξ (r)dr
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= − 1

N !
X

(N)
ηξ (θt)

N∑
p=1

Lp(t)(tp − t)N .

Therefore

|L(N,X(t))(η, ξ)| ≤ 1

N !
max
[t0,T ]

[∣∣∣∣∣X(N)
ηξ (t)

∥∥∥∥∥tN −
N∑
p=1

Lp(t)t
N
p

∣∣∣∣∣
]
.

Consequently, |L(N,X(t))(η, ξ)| −→ 0 as N → ∞ for arbitrary η, ξ ∈ D⊗E and
L(N,X(tk))(η, ξ) = 0, k = 1, 2, . . . , N.

Remark 5.2.
(i) Upon application of (3.9) at each of the N nodes to (1.3), the following system

of difference equations is obtained:

N∑
p=1

a(1)
mpXηξ(tp) = P (tm, X(tm))(η, ξ), m = 1, 2, . . . , N.(5.7)

The initial condition yields the quadrature equation

Xηξ(t0) =

N∑
p=1

Lp(t0)Xηξ(tp).(5.8)

Equations (5.7) and (5.8) lead to a system of N +1 equations in N unknown approx-
imate nodal values Xηξ,p, p = 1, 2, . . . , N , which are to be determined.

It has been shown (see Olaofe [20, 21]) that the rank of the N ×N matrix [a
(1)
ij ] is

exactly N − 1. The matrix is singular. Hence (5.8) is chosen together with any N − 1
equations of (5.7). The remaining Nth equation of (5.7) is regarded as superfluous.
Since the remaining equation must also be satisfied by the computed solutions, the
measure of accuracy of the numerical result is given by the residual

Rr,η,ξ =

N∑
p=1

a(1)
rp Xη,ξ,p − P (tr, X(tr))(η, ξ)(5.9)

at the superfluous node t = tr.
The superfluous error equation (5.9) is a practical method of estimating the ac-

curacy of the numerical solution given by the Lagrangian quadrature method.
(ii) By Definition 3.2 above, the global error ‖et‖ηξ satisfies

‖et‖ηξ ≤
N∑
p=1

|Lp(t)|‖ep‖ηξ + |L(N,X(t))(η, ξ)|+ |R(N,X(t))(η, ξ)|.

If we now put

eηξ = max{‖ep‖ηξ, p = 1, 2, . . . , N},
then by inequality (5.1)

‖et‖ηξ

≤ eηξ

N∑
p=1

|Lp(t)|+ 1

N !
max
[t0,T ]

[
|X(N)

ηξ (t)|
∣∣∣∣∣tN −

N∑
p=1

Lp(t)t
N
p

∣∣∣∣∣
]
+ |R(N,X(t))(η, ξ)|.
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By continuity of the Lagrangian interpolant, the first term above is bounded. The
global error increases due to truncation error, as well as due to round-off error. The
truncation error decreases as N increases. The actual behavior of the round-off er-
ror will be determined in the investigation of numerical stability of the quadrature
method.

6. Examples of quantum stochastic differential equations and numeri-
cal experiments. We first present some examples of the quantum stochastic integral
equation (2.2) which satisfy the Lipschitz condition in the sense of this paper.

(a) Consider

X(t) = I+

∫ t

0

((L(s)X(s) + λexp[pA(s) + qA+(s) + rs])dΛ(s)

+ U(s)X(s)dA(s) + V (s)X(s)dA+(s) + (Z(s)X(s) +Q(s))ds), t ∈ [0, T ],(6.1)

where

A(t) = Af (t), A+(t) = A+
f (t), Λπ(t) = Λ(t),

f(t) ≡ g(t) ≡ π(t) ≡ 1, R = Y = C.

L, U, V, Z are continuous complex valued functions on [0, T ], Q : [0, T ]→ Ã is an
adapted process and λ, p, q, r are complex constants.

Consequently,

R⊗ Γ(L2
Y (R+)) ≡ Γ(L2

Y (R+))

and

D⊗E ≡ E, A = L+(E,Γ(L2
Y (R+))).

The coefficients

E(t,X(t)) = L(t)X(t) + λexp(pA(t) + qA+(t) + rt),

F (t,X(t)) = U(t)X(t), G(t,X(t)) = V (t)X(t),

H(t,X(t)) = Z(t)X(t) +Q(t), X(t) ∈ Ã,

are Lipschitzian with Lipschitz functions

KE
ηξ(t) = |L(t)|, KF

ηξ(t) = |U(t)|, KG
ηξ(t) = |V (t)|, KH

ηξ(t) = |Z(t)|,
respectively. That is, for each M ∈ {E, F, G, H}

‖M(t, x)−M(t, y)‖ηξ ≤ KM
ηξ (t)‖x− y‖ηξ, x, y ∈ Ã

and belongs to L2
loc([0, T ]× Ã) for X ∈ L2

loc(Ã).
For λ = 0, Q(t) ≡ 0, the existence, uniqueness, and the conditions for the solution

of (6.1) to be unitary in the strong topology are well known (see, for example, Hudson
[11]).
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However, our present work is useful for computations of discrete approximations
of the solution in the weak sense.

For η, ξ ∈ E, such that η = e(α), ξ = e(β), α, β ∈ L2
Y (R+), (6.1) is equivalent to

the initial value problem

d

dt
〈η,X(t)ξ〉 = P (t,X(t))(η, ξ),

X(t0) = I, t ∈ [0, 1],(6.2)

where, by (2.3),

P (t,X(t))(η, ξ) = [ᾱ(t)β(t)L(t) + β(t)U(t) + ᾱ(t)V (t) + Z(t)]〈η,X(t)ξ〉

+ λᾱ(t)β(t)〈η, [exp(pA(t) + qA+(t) + rt)]ξ〉+ 〈η,Q(t)ξ〉.(6.3)

By the Campbell–Hausdorff formula (see Meyer [17, p. 135]),

〈η, [exp(pA(t) + qA+(t) + rt)]ξ〉 = e(r+ 1
2pq)te

p
∫ t

0
β(s)ds

e
q
∫ t

0
ᾱ(s)ds

e〈α,β〉.

Hence, the map (t, x)→ P (t, x)(η, ξ) is Lipschitzian with Lipschitz function

KP
ηξ(t) = |ᾱ(t)β(t)L(t) + β(t)U(t) + ᾱ(t)V (t) + Z(t)|.

We note that for arbitrary h ∈ L2
C
(R+), if we set

λ = 0, Y (t) ≡ 0, V (t) = h(t), U(t) = −h̄(t), Z(t) ≡ 0,
and

Q(t) = −1
2
|h(t)|2I

in (6.1), then the solution X(t) is the well-known Weyl operatorW (hχ[0,t]) associated
with h, where χ is the indicator function on [0, T ] and I is the identity operator on
the Fock space (see [12]).

(b) Again, consider

X(t) = I+

∫ t

0

([X(s)A2(s) + λA2(s)]dΛ(s) +X(s)A(s)dA(s)

+ X(s)A(s)dA+(s) +X(s)A(s)ds).(6.4)

Equation (6.4) is equivalent to

d

dt
〈η,X(t)ξ〉 =

[
ᾱ(t)β(t)

∫ t

0

β(s)ds+ β(t) + ᾱ(t) + 1

]
〈η,X(t)A(t)ξ〉

+λᾱ(t)β(t)〈η,A2(t)ξ〉, t ∈ [0, T ],
〈η,X(0)ξ〉 = 〈η, ξ〉,(6.5)

where A(t) is the annihilation process satisfying

A(t)ξ =

∫ t

0

β(s)dsξ, ξ = e(β).
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The power of A(t) is that of composition of operators.
Equation (6.5) is Lipschitzian with Lipschitz function

KP
ηξ(t) =

∣∣∣∣
∫ t

0

β(s)ds

[
ᾱ(t)β(t)

∫ t

0

β(τ)dτ + β(t) + ᾱ(t) + 1

]∣∣∣∣ .(6.6)

We remark that for λ = 0, (6.4) is a special case of the stochastic evolution equation

X(t) = X(t0) +

∫ t

t0

X(s)[L1dΛ(s) + L2dA(s) + L3dA
+(s) + L4ds](6.7)

introduced in [13], with time dependent evolution operators Lj(t) given by

L1(t) = A2(t), L2(t) = L3(t) = L4(t) = A(t)

acting on Γ(L2(R+)).
It is well known that there exists a unique and unitary solution of (6.7) in the

strong topology if the operators Lj , j = 1, . . . , 4, fulfil certain conditions (see [13, 33]).
If we now choose the exponential vectors η, ξ, where η = e(α), ξ = e(β) such that

α(t) = 0, β(t) = et, then from (6.5)

d

dt
〈η,X(t)ξ〉 = (et + 1)〈η,X(t)A(t)ξ〉,
〈η,X(0)ξ〉 = 〈η, ξ〉 = e〈α,β〉 = 1, t ∈ [0, 1],(6.8)

with exact solution

〈η,X(t)ξ〉 = exp
[
1

2
e2t − t− 1

2

]
.(6.9)

Again by choosing α(t) = it, β(t) = −it, we have from (6.5)

d

dt
〈η,X(t)ξ〉 =

(
it4

2
− 2it+ 1

)
〈η,X(t)A(t)ξ〉 − λt2〈η,A2(t)ξ〉,

〈η,X(0)ξ〉 = 〈η, ξ〉 = e−
1
2 , t ∈ [0, 1],(6.10)

with exact solution for λ = 0 given by

〈η,X(t)ξ〉 = exp
[
t7

28
− t4

4
− it3

6
− 1
2

]
.

(c) Let R = C, and u ∈ L∞
loc,C(R+), a fixed locally bounded function. For a real

constant l ≥ 0 and f(t) = l
1
2 (eiu(t) − 1), we consider

dX(t) = X(t)

(
dΛeiu−I − dAe−iuf + dA+

f − 1
2
|f(t)|2dt

)
, t ≥ 0,

X(0) = X0.

The last equation is driven by the gauge, annihilation, and creation operators of
strengths eiu − I, e−iuf , and f , respectively. For η = e(α), ξ = e(β), its equivalent
form is given by

d

dt
〈η,X(t)ξ〉 = P (t,X(t))(η, ξ),

〈η,X(0)ξ〉 = 〈η,X0ξ〉,
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where

P (t,X(t))(η, ξ)

=

[
β(t)

(
ᾱ(t)eiu(t) − e−iu(t)f(t)

)
+ ᾱ(t)(f(t)− β(t))− 1

2
|f(t)|2

]
〈η,X(t)ξ〉

is Lipschitzian with Lipschitz function

KP
ηξ(t) =

∣∣∣∣
[
β(t)

(
ᾱ(t)eiu(t) − e−iu(t)f(t)

)
+ ᾱ(t)(f(t)− β(t))− 1

2
|f(t)|2

]∣∣∣∣ .
If we set

Vu(t) = exp

(
i

∫ t

0

l sinu(s)ds

)
X(t),

then by Proposition 6.2 in [13],

d

dt
〈η, Vu(t)ξ〉 = (eiu(t) − 1)(ᾱ(t) + l

1
2 )(β(t) + l

1
2 )〈η, Vu(t)ξ〉,

Vu(0) = X(0).

The equation is also Lipschitzian with Lipschitz function

Kηξ,u(t) = |(eiu(t) − 1)(ᾱ(t) + l
1
2 )(β(t) + l

1
2 )|.

Numerical examples.
Example 1. We apply the Lagrangian quadrature method to solve (6.8) by using

5 zeros of the Legendre polynomial P5(u) of degree 5 in the interval [−1, 1] as dis-
cretization points. Thus, we perform the integration in 5 nodes in each of the step
subintervals [0, 0.1], [0.1, 0.3], [0.3, 0.5], [0.5, 0.7], [0.7, 0.9], and [0.9, 1] of the interval
[0, 1].

By employing the linear transformation

u =
2t− T − t0

T − t0
,

we convert (6.8) in the variable t in each of the subintervals to the variable u ∈ [−1, 1].
For η = e(α), ξ = e(β), (6.8) transforms to the algebraic equations given by

5∑
p=1

a(1)
mpXηξ,p = P (um, Xm)(η, ξ)

=
1

2
(T − t0)(e

(T−t0)um+T+t0 − 1)Xηξ,m, m = 1, 2, 3, 4, 5,(6.11)

on each of the subintervals

[t0, T ] ∈ {[0, 0.1], [0.1, 0.3], [0.3, 0.5], [0.5, 0.7], [0.7, 0.9], [0.9, 1.0]}.
The initial value for the first subinterval [0, 0.1] transforms to

5∑
p=1

Lp(−1)Xηξ,p = 1.(6.12)
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Here, Xηξ,p approximates Xηξ(up), up ∈ [−1, 1], p = 1, 2, . . . , 5, and the initial value
for the subsequent intervals are given by

5∑
p=1

Lp(1)Xηξ,p,

where

Xηξ,p, p = 1, 2, . . . , 5,

are the computed values from the immediate preceding interval.
Equations (6.11) and (6.12) are 6 linear algebraic equations in 5 unknowns:

Xηξ,p, p = 1, 2, . . . , 5.

To solve for the unknowns, we treat as superfluous (i.e., we ignore) any one of the
internal nodal equations appearing in (6.11) and combine the remaining equations
with (6.12). The superfluous equation is then used to calculate the residual error of
the quadrature method.

In this example, we treat as superfluous the equation given by (6.11) for m = 1,
for each of the subintervals [t0, T ], i.e.,

5∑
p=1

a
(1)
1p Xηξ,p =

1

2
(T − t0)(e

(T−t0)u1+T+t0 − 1)Xηξ,1.(6.13)

The absolute residual error is then given by∣∣∣∣∣
5∑
p=1

a
(1)
1p Xηξ,p − 1

2
(T − t0)(e

(T−t0)u1+T+t0 − 1)Xηξ,1

∣∣∣∣∣ ,(6.14)

which is the error for which the quadrature solutions fail to satisfy the superfluous
equation.

The quadrature coefficients a
(1)
mp, m, p = 1, 2, . . . , 5, appearing in (6.11) are given

by

a(1)
pp =

up
1− u2

p

, a(1)
pq =

P ′
5(up)

(up − uq)P ′
5(uq)

, p �= q,(6.15)

and the Lagrangian polynomial Lp(u) of degree 4 is given by

Lp(u) =

5∏
k=1
k �=p

[(u− uk)/(up − uk)] , p = 1, 2, . . . , 5,(6.16)

where up, p = 1, . . . , 5, are the five zeros of Legendre polynomial P5(u) of degree 5.
By using Mathcad computational software on a Samtron personal computer, we

generate the following table of values.

p up Lp(−1) Lp(1)
1 0.000000 0.533333186 0.5333331845
2 0.538469 −0.267941412 −0.8931568153
3 −0.538469 −0.893156815 −0.2679414133
4 0.906180 0.076358457 1.5514065859
5 −0.906180 1.551406587 0.0763584582
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The quadrature coefficient matrix is given by

[a
(1)
ij ] =

j 1 2 3 4 5
i
1 0.000000000 1.435391432 −1.435391432 −0.301166462 0.301166462
2 −2.402748080 0.758352423 0.9285585610 0.960247980 −0.244414903
3 2.402748080 −0.928558561 −0.758352423 0.244414903 −0.960247980
4 4.043565172 −7.70199715 −1.960413273 5.067049385 0.551766757
5 −4.043565172 1.960413273 7.701997150 −0.551766757 −5.067049385

We solve the system of linear equations in each of the six subintervals on a Mega-
Image personal computer by using a software program developed with a single nu-
merical precision or word size to obtain the following results.

(a) For the subinterval [0, 0.1], u = 20t− 1, t = 1
20 (1 + u).

up tp Computed value Exact value Absolute error
〈η,Xpξ〉 〈η,X(tp)ξ〉 ‖Xp −X(tp)‖ηξ

0.000000 0.05000000 1.0025800697 1.0025888040 8.734× 10−6

0.538469 0.07692345 1.0062434016 1.0062521690 8.767× 10−6

−0.538469 0.02307655 1.0005324619 1.0005409610 8.499× 10−6

0.906180 0.09530900 1.0009733201 1.0097366680 3.467× 10−6

−0.906180 0.00469100 1.0000188125 1.0000220750 3.262× 10−6

1.000000 0.10000000 1.0107586190 1.0107588440 2.240× 10−7

Residual error for the subinterval = 3.260× 10−7.

(b) For the subinterval [0.1, 0.3], u = 10t− 2, t = 1
10 (2 + u).

up tp Computed value Exact value Absolute error
〈η,Xpξ〉 〈η,X(tp)ξ〉 ‖Xp −X(tp)‖ηξ

0.000000 0.2000000 1.0469640346 1.046982638 1.8603× 10−5

0.538469 0.2538469 1.0798827100 1.079913195 3.0485× 10−5

−0.538469 0.1461531 1.0238766814 1.023884223 7.542× 10−6

0.906180 0.2906180 1.1090291990 1.109052081 2.2882× 10−5

−0.906180 0.1093820 1.0129658746 1.012970158 4.284× 10−6

1.000000 0.3000000 1.117440811 1.117461282 2.0471× 10−5.

Residual error for the subinterval = 3.2754× 10−5.

(c) For the subinterval [0.3, 0.5], u = 10t− 4, t = 1
10 (u+ 4).

up tp Computed value Exact value Absolute error
〈η,Xpξ〉 〈η,X(tp)ξ〉 ‖Xp −X(tp)‖ηξ

0.0000000 0.4000000 1.2370270174 1.237100660 7.3643× 10−5

0.5384690 0.4538469 1.3302350684 1.330364540 1.29471× 10−4

−0.5384690 0.3461531 1.1653070910 1.165333229 2.5198× 10−5

0.9061800 0.4906180 1.4094136881 1.409532054 1.18366× 10−4

−0.9061800 0.3093820 1.1262680223 1.126295482 2.7460× 10−5

1.0000000 0.5000000 1.4319787790 1.432098590 1.19811× 10−4

Residual error for the subinterval = 1.40497× 10−4.
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(d) For the subinterval [0.5, 0.7], u = 10t− 6, t = 1
10 (u+ 6).

up tp Computed value Exact value Absolute error
〈η,Xpξ〉 〈η,X(tp)ξ〉 ‖Xp −X(tp)‖ηξ

0.0000000 0.6000000 1.7503830996 1.750774850 3.91751× 10−4

0.5384690 0.6538469 2.0029050837 2.003651551 7.46467× 10−4

−0.5384690 0.5461530 1.5594732874 1.559581521 1.08234× 10−4

0.9062800 0.6906180 2.2232129379 2.223963183 7.50245× 10−4

−0.9061800 0.5093820 1.4555795392 1.455722886 1.43347× 10−4

1.0000000 0.7000000 2.2870345930 2.287821337 7.86744× 10−4

Residual error for the subinterval = 7.96578× 10−4.

(e) For the subinterval [0.7, 0.9], u = 10t− 8, t = 1
10 (u+ 8).

up tp Computed value Exact value Absolute error
〈η,Xpξ〉 〈η,X(tp)ξ〉 ‖Xp −X(tp)‖ηξ

0.000000 0.8000000 3.2399942574 3.243056380 3.062123× 10−3

0.538469 0.8538469 4.0660804136 4.072535340 6.454926× 10−3

−0.538469 0.7461531 2.6572106604 2.657848547 6.378870× 10−4

0.906280 0.8906180 4.8380606659 4.845144775 7.084109× 10−3

−0.906180 0.7093820 2.3542432100 2.355193899 9.506890× 10−4

1.000000 0.9000000 5.0699378020 5.077523954 7.586152× 10−3

Residual error for the subinterval = 6.543177× 10−3.

(f) For the subinterval [0.9, 1.0], u = 20t− 19, t = 1
20 (u+ 19).

up tp Computed value Exact value Absolute error
〈η,Xpξ〉 〈η,X(tp)ξ〉 ‖Xp −X(tp)‖ηξ

0.000000 0.95000000 6.6285640837 6.638906201 1.0342117× 10−2

0.538469 0.97692345 7.7628308886 7.775406243 1.2575355× 10−2

−0.538469 0.92307655 5.7152021899 5.723748457 8.546268× 10−3

0.906280 0.99530900 8.6982084176 8.712154152 1.3945735× 10−2

−0.906180 0.90469100 5.1921131115 5.199930037 7.816926× 10−3

1.000000 1.00000000 8.961388104 8.975763940 1.4375836× 10−2

Residual error for the subinterval = 1.235407× 10−3.

Example 2. We consider the simple Fock space Γ(L2
Y (R+)), where Y = R =

C, f = g ≡ 1, and its L2(Ω,F ,W ) realization, where (Ω,F ,W ) is a Wiener space.
Each random variable X is identified with the operator of multiplication by X so that
Q(t) = A(t) + A+(t) = w(t) is the evaluation of the Brownian path w at time t. In
this case, it has been shown that quantum stochastic integrals of adapted Brownian
functional F such that

∫ t
t0
Ew[F (s, ·)2]ds < ∞ exist (see [1, 2]). Here Ew is the

expected value function.
For exponential vectors η = e(α) and ξ = e(β), where α, β are purely imaginary

valued functions in L2
C
(R+), the equivalent form (1.3) of the quantum analogue of the

classical Ito stochastic differential equation

dX(t, w) = H(t,X(t))dt+ F (t,X(t))dW (t),

X(t0) = X0, t ∈ [t0, T ],(6.17)
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is given by

d

dt
Ew[X(t, w)z(w)] = Ew[β(t)F (t,X(t))z(w)] + Ew[ᾱ(t)F (t,X(t))z(w)]

+ Ew[H(t,X(t))z(w)],

Ew[X(t0)z(w)] = Ew[X0z(w)], almost all t ∈ [t0, T ],(6.18)

where

z(w) = exp

{∫ ∞

0

(−α(s) + β(s))dw(s)− 1
2

∫ ∞

0

(α2(s) + β2(s))ds

}
(6.19)

(see [1, 2] for details).
By considering the linear functionals F (t, x) = bx, H(t, x) = ax, where a, b are

real constants, we apply the Lagrangian quadrature method to solve (6.18). Thus, as
in Example 1, we perform the integration in 5 nodes in each of the step subintervals
[0, 0.1], [0.1, 0.3], [0.3, 0.7], and [0.7, 1] of the interval [0, 1].

For a = 3
2 , b = 1, α(t) = β(t) = i, problem (6.18) after the necessary transforma-

tion to the variable u ∈ [−1, 1] becomes
d

du
Ew[X(u)z(w)] =

3

4
(T − t0)Ew[X(u)z(w)],

X(−1) = X0, u ∈ [−1, 1](6.20)

on each of the subintervals [t0, T ] ∈ {[0, 0.1], [0.1, 0.3], [0.3, 0.7], [0.7, 1]}.
Equation (6.20) transforms to the algebraic equations given by

5∑
p=1

a(1)
mpEw[Xp(w)z(w)] = P (um, Xm)(η, ξ)

=
3

4
(T − t0)Ew[Xm(u)z(w)], m = 1, 2, 3, 4, 5,(6.21)

with the initial value for the first subinterval [0, 0.1] transforming to

5∑
p=1

Lj(−1)Ew[Xp(w)z(w)] = Ew[z(w)] = e,(6.22)

where

〈η,X(u)ξ〉 ∼=
5∑
p=1

Lp(u)Ew[Xp(w)z(w)], p = 1, 2, . . . , 5.

The initial values for the subsequent intervals are given by

5∑
p=1

Lp(1)Ew[Xp(w)z(w)],

where

Ew[Xp(w)z(w)], p = 1, 2, . . . , 5,
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are the computed values from the immediate preceding interval.

Again, we treat as superfluous the equation given by (6.21) for m = 1 for each of
the subintervals [t0, T ]. This yields the absolute residual error given by

∣∣∣∣∣
5∑
p=1

a
(1)
1p Ew[Xp(w)z(w)]− 3

4
(T − t0)Ew[X1(w)z(w)]

∣∣∣∣∣ .(6.23)

We solve the system of linear equations in each of the four subintervals to obtain the
following results.

(a) For the subinterval [0, 0.1], u = 20t− 1, t = 1
20 (1 + u).

up tp Computed value Exact value Absolute
Ew[Xpz(w)] exp(1 + 3

2 t) error
0.000000 0.05000000 2.9299678213 2.929992901 2.5080× 10−5

0.538469 0.07692345 3.0507182716 3.050743023 2.4752× 10−5

−0.538469 0.02307655 2.8139973688 2.814022136 2.4768× 10−5

0.906180 0.09530900 3.1360391076 3.136048287 9.1800× 10−6

−0.906180 0.00469100 2.7374670005 2.737476471 9.4710× 10−6

1.000000 0.10000000 3.1581933020 3.158192910 3.9200× 10−7

Residual error for the subinterval = 3.01843× 10−6.

(b) For the subinterval [0.1, 0.3], u = 10t− 2, t = 1
10 (2 + u).

up tp Computed value Exact value Absolute
Ew[Xpz(w)] exp(1 + 3

2 t) error
0.000000 0.2000000 3.6692651703 3.669296668 3.1498× 10−5

0.538469 0.2538469 3.9779328927 3.977964873 3.1918× 10−5

−0.538469 0.1461531 3.3845492094 3.384579418 3.0209× 10−5

0.906180 0.2906180 4.2035278057 4.203539885 1.2080× 10−5

−0.906180 0.1093820 3.2029409383 3.202952370 1.1432× 10−5

1.000000 0.3000000 4.2631144550 4.263114515 6.0000× 10−8.

Residual error for the subinterval = 4.8735× 10−6.

(c) For the subinterval [0.3, 0.7], u = 5t− 2.5, t = 1
5 (2.5 + u).

up tp Computed value Exact value Absolute
Ew[Xpz(w)] exp(1 + 3

2 t) error
0.000000 0.50000000 5.7545129246 5.754602676 8.9752× 10−5

0.538469 0.60769380 6.7633539045 6.763501302 1.47398× 10−4

−0.538469 0.39230620 4.8961586520 4.896199540 4.0888× 10−5

0.906180 0.68123600 7.5521976331 7.552313952 1.16319× 10−4

−0.906180 0.31876400 4.3847871371 4.384808705 2.1568× 10−5

1.000000 0.70000000 7.767798135 7.767901106 1.02971× 10−4

Residual error for the subinterval = 1.156212× 10−4.
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(d) For the subinterval [0.7, 1.0], u = 20
3 t− 17

3 , t = 3
20 (u+

17
3 ).

up tp Computed value Exact value Absolute
Ew[Xpz(w)] exp(1 + 3

2 t) error
0.000000 0.85000000 9.7276915337 9.727919013 2.2748× 10−4

0.538469 0.93077035 10.8980614837 10.980879410 2.6458× 10−4

−0.538469 0.76922965 8.6177335813 8.617926194 1.92613× 10−4

0.906280 0.98592700 11.9277999780 11.928022930 2.2296× 10−4

−0.906180 0.71407300 7.9334830988 7.933620589 1.37491× 10−4

1.000000 1.00000000 12.1822979700 12.182493960 1.959906× 10−4

Residual error for the subinterval = 2.53749× 10−5.

Remark 6.1.
(i) Suppose that the numerical integration is to be performed for the interval

t0 ≤ t ≤ T , and to satisfy a prescribed error margin or tolerance. If the length T − t0
of the interval is sufficiently small and the number N of nodal points is sufficiently
large, one application of the quadrature algorithm may be adequate. However, usually
in practice, this will not be the case, and if N is conveniently fixed, the interval [t0, T ]
has to be divided into subintervals [t0, t1], [t1, t2] · · · [tq−1, tq], say. Thus starting with
the first subinterval [t0, t1] and the prescribed initial condition, numerical quadrature
integration is performed on N nodes in [t0, t1]. If the residual error at the superfluous
node is sufficiently small, then integration proceeds into the next interval [t1, t2] with
a computed initial condition obtained by the use of extrapolation formula

Xηξ(t1) =

N∑
p=1

Lp(t1)Xηξ(tp),

where Xηξ(tp), p = 1, 2, . . . , N , are the computed values for [t0, t1]. Otherwise the
length t1−t0 of the subinterval [t0, t1] is subdivided until the first subinterval produces
the desired results. However, we could increase the number of nodes to achieve the
same purpose. However, without loss of generality it is assumed that N is fixed.
Integration can proceed in this manner until the interval [tq, T ] is reached. Finally,
we remark that if the residual error at any stage [tk, tk+1] is much smaller than the
tolerance level, then the succeeding interval may be chosen by doubling the size of
the interval [tk, tk+1]. Stability of this method will be addressed elsewhere.

(ii) The numerical experiments given in Examples 1 and 2 above show that the
Lagrangian quadrature method is a method of high accuracy. We have convergence to
exact values at each of the discretization point to a minimum number of one decimal
place in Example 1 and three decimal places in Example 2. The accumulated error
at the final time instant t = 1 is 1.4375836× 10−2 in Example 1 with six subintervals
of [0, 1] and 1.959906× 10−4 in Example 2 with four subintervals of [0, 1].

In comparison with the Euler scheme and a 2-step scheme which were employed in
[2] to solve the same model problem of Example 2, we notice that the Euler and the 2-
step scheme produced accumulated errors of 0.78042828 and 0.11070989, respectively,
at the final time t = 1 with steplength of h = 2−4. This shows that the quadrature
method of this paper is more accurate than said schemes.

(iii) As a measure of the computational complexity of the quadrature scheme,
we estimate the arithmetic floating point operations required for implementation as

follows: By (6.15), computation of each diagonal element a
(1)
pp of the N×N quadrature
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coefficient matrix [a
(1)
pq ] requires 1 multiplication, 1 addition, and 1 division. For each

of the other entries, a
(1)
pq , p �= q, a maximum of 4N − 5 multiplications (i.e., if the

values of the derivative of the Legendre polynomial PN (u) of degree N are evaluated
directly), 2N − 1 additions and 1 division are required. The Lagrangian interpolant
Lp(u) defined by (6.16) requires 2(N − 1) additions, 2(N − 2) multiplications, and 1
division for each p = 1, 2, . . . , N , where N is the number of nodes.

As a result of the above estimates, the Lagrangian quadrature scheme has a large
number of multiplication, addition, and division floating point operations. This could
be calculated by employing the standardized weights for each type of floating point
operation as in [32, p. 193]. Since the number depends directly on the total nodal
points N , it is necessary that the total nodes be restricted to the range 1 ≤ N ≤ 15
for each of the subdivisions of the entire interval [t0, T ] in order to minimize the CPU
time. For the total nodes N = 5 employed in Examples 1 and 2 above, very short
CPU times were returned by the personal computer for each of the fragments of the
numerical computations reported in Examples 1 and 2 above.

Acknowledgments. I am grateful to my doctoral research supervisor, Professor
G. O. S. Ekhaguere, for his valuable advice and directions at all times. The main
results of this paper are parts of the general results reported in my Ph.D. thesis [1]. I
thank the anonymous referees for their constructive criticisms and suggestions which
helped to improve the final version of this paper.

REFERENCES

[1] E.O. Ayoola, On Numerical Procedures for Solving Lipschitzian Quantum Stochastic Differ-
ential Equations, Ph.D. thesis, University of Ibadan, Ibadan, Nigeria, 1998.

[2] E.O. Ayoola, Converging multistep methods for weak solution of quantum stochastic differ-
ential equations, Stochastic Anal. Appl., 18 (2000), pp. 525–554.

[3] C. Barnett, R.F. Streater, and I.F. Wilde, The Ito-Clifford integral II—Stochastic differ-
ential equations, J. Lond. Math. Soc. (2), 27 (1983), pp. 373–384.

[4] R.E. Bellman, B.G. Kashef, and J. Casti, Differential quadrature: A technique for the rapid
solution of nonlinear partial differential equations, J. Comput. Phys., 10 (1972), pp. 40–52.

[5] G.O.S. Ekhaguere, Lipschitzian quantum stochastic differential inclusions, Internat. J. The-
oret. Phys., 31 (1992), pp. 2003–2034.

[6] G.O.S. Ekhaguere, Quantum stochastic differential inclusions of hypermaximal monotone
type, Internat. J. Theoret. Phys., 34 (1995), pp. 323–353.

[7] G.O.S. Ekhaguere, Quantum stochastic evolutions, Internat. J. Theoret. Phys., 35 (1996),
pp. 1909–1946.

[8] L. Fox and I.B. Parker, Chebyshev Polynomials in Numerical Analysis, Oxford University
Press, London, 1972.

[9] P. Glockner, Quantum stochastic differential equations on *-bialgebra, Math. Proc. Cam-
bridge Philos. Soc., 109 (1991), pp. 571–595.

[10] A.S. Holevo, Exponential formulae in quantum stochastic calculus, Proc. Roy. Soc. Edinburgh
Sect. A, 126 (1996), pp. 375–389.

[11] R.L. Hudson, Quantum stochastic calculus and some of its applications, in Contemporary
Stochastic Analysis, G.O.S. Ekhaguere, ed., World Scientific, River Edge, NJ, 1991, pp. 31–
70.

[12] R.L. Hudson and K.R. Parthasarathy, Construction of quantum diffusion, in Quantum
Probability and Applications to the Quantum Theory of Irreversible Processes, Lecture
Notes in Math. 1055, L. Accardi, A. Frigerio, and V. Gorini, eds., Springer-Verlag, Berlin,
1982, pp. 173–198.

[13] R.L. Hudson and K.R. Parthasarathy, Quantum Ito’s formulae and stochastic evolutions,
Comm. Math. Phys., 93 (1984), pp. 301–324.

[14] P.E. Kloeden and E. Platen, Numerical Solutions of Stochastic Differential Equations, 2nd
ed., Springer-Verlag, New York, 1995.



1864 E. O. AYOOLA

[15] P.E. Kloeden, E. Platen, and H. Schurz, Numerical Solution of SDE through Computer
Experiments, Springer-Verlag, New York, 1994.

[16] S.I. Marcus, Modelling and approximation of stochastic differential equations driven by semi-
martingales, Stochastics, 4 (1981), pp. 223–245.

[17] P. Meyer, Quantum Probability for Probabilists, Lecture Notes in Math. 1538, Springer-Verlag,
Berlin, 1993.

[18] G.N. Milstein, Numerical Integration for Stochastic Differential Equations, Kluwer, Dor-
drecht, The Netherlands 1995.

[19] N.J. Newton, Asymptotically efficient Runge–Kutta methods for a class of Itô and Strato-
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Birkhäuser Verlag, Basel, 1992.
[25] W.P. Petersen, Numerical Simulation of Ito Stochastic Differential Equations on Supercom-

puters, IMA Vol. Math. Appl. 7, Springer-Verlag, New York, 1987, pp. 215–228.
[26] M.J.D. Powell, Approximation Theory and Methods, Cambridge University Press, Cambridge,

UK, 1981.
[27] P. Protter, Approximations of solution of stochastic differential equations driven by semi-

martingale, Ann. Probab., 13 (1985), pp. 716–743.
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1. INTRODUCTION

In continuation of our work in Refs.[3,4] concerning numerical procedures

for quantum stochastic differential inclusion (QSDI), this paper is concerned

with the development, analysis and error estimates involved in a one—step

discrete scheme for solving quantum stochastic differential inclusion:

dX (t) 2 E(t, X (t)) d ^p (t)þ F(t, X (t)) dAf (t)þ G(t, X (t)) dAg
þ(t)

þ H(t, X (t)) dt, almost all t 2 [0, T ]

X (0) ¼ X 0 (1:1)

The coefficients E, F, G, H in (1.1) are elements of Lloc
2([0, T ]� ~AA)mvs, and

the integrators ^p, Af , Ag
þ: [0, T ]! ~AA are the gauge, annihilation and

creation processes. The locally convex space ~AA is the completion of the linear

space Lþ(D�E, R� G(Lg
2(Rþ))) in the Hausdorff topology generated by the

family of seminorms {kxkZx ¼ jhZ, xxij: x 2 ~AA, Z, x 2 D�E}. A solution X (t)

of (1.1) is a densely defined linear operator lying in Ad( ~AA)wac (see Refs.[3,4,8–10]

for details).

For arbitrary Z, x 2 D�E, the equivalent form of (1.1) is the first order

initial value nonclassical inclusion given by

d

dt
hZ, X (t)xi 2 P(t, X (t))(Z, x)

X (0) ¼ X 0, almost all t 2 [0, T ] (1:2)

where (Z, x)! P(t, X (t))(Z, x) is a multivalued sesquilinear form on D�E

with values in the field of complex numbers. The explicit form of the map

P(t, x)(Z, x) is described as follows.

For (t, x) 2 Rþ �
~AA, Z, x 2 D�E such that Z ¼ c� e(a), x ¼ d � e(b),

c, d 2 D, a, b 2 Lg,loc
1(Rþ), define

Pab: [0, T ]� ~AA�!2
~AA
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by

Pab(t, x) ¼ mab(t)E(t, x)þ nb(t)F(t, x)þ sa(t)G(t, x)þ H(t, x)

where

mab(t) ¼ ha(t), p(t)b(t)ig, nb(t) ¼ hf (t), b(t)ig,

sa(t) ¼ ha(t), g(t)ig

This leads to the multifunction P: [0, T ]� ~AA! 2sesq(D�E) defined by

P(t, x)(Z, x) :¼ hZ, Pab(t, x)xi ¼ {hZ, Z(t, x)xi: Z(t, x) 2 Pab(t, x)}

(1:3)

In what follows, we employ the basic function spaces, the set theoretic

operations and the Hausdorff metric as in Refs.[3,4,8–10].

The plan for the rest of the paper is as follows: Sec. 2 contains preliminary

statements and basic results in respect of the modulus of continuity of

multivalued sesquilinear forms associated with QSDI (1.1). The main result

of this paper concerning the error estimates of the discretized inclusion is

established in Sec. 3. This extends and compliments the results of Ref.[6]

concerning similar discretizations of classical differential inclusions.

2. PRELIMINARY STATEMENTS AND ESTIMATES

We present in this section, some notations, definitions, and estimates

which we will employ in the sequel. Without loss of generality, we consider

inclusion (1.1) and (1.2) defined only on the interval [0, 1] � Rþ. Any other

interval [0, T ], for T > 0 may be converted into [0, 1] by an appropriate

regular transformation. In what follows, unless otherwise indicated, Z, x 2
D�E such that Z ¼ c� e(a), x ¼ d � e(b), c, d 2 D, a, b 2 Lg,loc

1(Rþ).

Let P: [0, 1]� ~AA! 2sesq(D�E) be a multivalued sesquilinear form satis-

fying the following conditions:

S(i) For every x 2 ~AA, t 2 [0, 1], P(t, x)(Z, x) is nonempty, compact, and

convex subset of C the complex field.

S(ii) The map P(t, � )(Z, x) is locally Lipschitzian uniformly in t 2 [0, 1],

with Lipschitz constants KZ,x.
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S(iii) There exists positive constants L and A such that

jP(t, x)(Z, x)j � LkxkZx þ A

for all x 2 ~AA, t 2 [0, 1], and for all Z, x 2 D�E.

Here,

jP(t, x)(Z, x)j ¼ sup
ZZx2P(t,x)(Z,x)

jZZxj

We note that the map t! P(t, x)(Z, x) is measurable in [0, 1] for every fixed

element x 2 ~AA (see Ref.[8]) since the map is locally integrable on Rþ.

In our subsequent analysis, we shall need the following Theorem which is

the basic existence result of (1.1) due to Ref.[8]

Theorem 2.1

Let y be a positive number and I ¼ [t0, T ] � Rþ. Assume that the

following conditions hold.

(a) Z: I 7! ~AA is an arbitrary process lying in Ad( ~AA)wac and there exists

positive function WZx(t) satisfying

d
d

dt
hZ, Z(t)xi, P(t, Z(t)(Z, x)

� �
� WZx(t)

(b) Each of the maps E, F, G, H is Lipschitzian from QZ,y to

(clos( ~AA), tH ) where

QZ,y ¼ {(t, x) 2 I � ~AA : kx� Z(t)kZx � y, 8Z,

x 2 D�E, and kx0 � Z(t0)kZx � y}

(c) For arbitrary Z, x 2 D�E, t 2 I,

EZx(t) ¼ kx0 � Z(t0)kZx exp

ðt

t0

dsKZx
P(s)

 !

þ

ðt

t0

dsWZx(s) exp

ðt

t0

drKZx
P(r)

 !
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If in addition, E, F, G, H are continuous from I � ~AA to (clos( ~AA), tH ), then

there exist a solution F of inclusion (1.1) and a subset J � I such that

kF(t)� Z(t)kZx � EZx(t), t 2 J

and

d

dt
hZ, F(t)xi �

d

dt
hZ, Z(t)xi

����
���� � KZx

P(t)EZx(t)þWZx(t)

for almost all t 2 J where J ¼ {t 2 I : EZx(t) � y} and KZx
P: I 7!(0,1) is the

Lipschitz function for P lying in Lloc
1(I ).

Remark 2.2

(i) In this paper, we assume that the coefficients E, F, G, H appearing in

(1.1) are Lipschitzian uniformly in t 2 [0, 1]. Consequently, the map

(t, x)! P(t, x)(Z, x)(Z, x) is also Lipschitzian in x, uniformly in

t 2 [0, 1]. That is for (t, x), (t0, y) 2 [0, 1]� ~AA,

r(P(t, x)(Z, x), P(t0, y)(Z, x)) � KZxkx� ykZx

(ii) By Theorem 2.1, the set of solutions of (1.1) is nonempty and the

values of the solutions are contained in the set

Q ¼ A exp (KZx)B � yB

where

B ¼ {x 2 ~AA : kxkZx � 1, 8Z, x 2 D�E}

and y> 0 is some positive fixed number. This can be shown by setting

Z(t) � 0 and Z(0) ¼ X 0 in Theorem 2.1. Then by S(iii) above,

d(0, P(t, 0)(Z, x)) � A

Setting WZx(t) � A in Theorem 2.1, we conclude that there exists a

solution F 2 Ad( ~AA)wac of (1.1) such that

kF(t)kZx � A exp (KZx)

for all Z, x 2 D�E. Obviously, J � Q � Q0,y.
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Following a similar procedure as in Ref.[6], we now introduce the notion

of the modulus of continuity for multivalued sesquilinear forms associated

with QSDI. Consider a multivalued sesquilinear form

F: [0, 1]�!2sesq(D�E)

such that F(t)(Z, x) is compact for all t 2 [0, 1], Z, x 2 D�E.

Definition 2.3

(i) The local modulus of continuity for F( � )(Z, x) is defined by

o(F; t, h, Z, x) ¼ sup r(F(s)(Z, x), F(u)(Z, x));

�

s, u2 t �
h

2
, t þ

h

2

� �\
[0, 1]

�

(ii) The Lp averaged modulus of continuity for F( � )(Z, x) is defined by

t(F; h)(Z, x)p ¼

ð1

0

[o(F; t, h, Z, x)]p dt

� �1=p

, 1 � p � 1

We note that the above modulus is well defined since the map

t�!o(F; t, h, Z, x)

is measurable and bounded on [0, 1]. For p ¼ 1, we simply write

t(F; h)(Z, x)1 ¼ t(F; h)(Z, x)

(iii) For 0 � t1 � t2 � � � � � tk � 1, the p-variation of the map

t! F(t)(Z, x) is defined by

Wp(F; Z, x) ¼ sup
Xk

i¼1

[r(F(tiþ1)(Z, x), F(ti)(Z, x))]

( )p

:

Consequent upon the definitions above, we have the following results whose

proofs follow similar arguments as in Ref.[6].

Theorem 2.4

(i) For h1 < h2, we have

t(F; h1)(Z, x)p � t(F; h2)(Z, x)p
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(ii) t(F1 þ F2; h)(Z, x)p � t(F1; h)(Z, x)p þ t(F2; h)(Z, x)p, where

(F1 þ F2)(t)(Z, x) ¼ F1(t)(Z, x)þ F2(t)(Z, x)

the algebraic sum of two mulivalued sesquilinear forms:

F1, F2: [0, 1]�!2sesq(D�E)

(iii) For any positive integer k,

t(F; kh)(Z, x) � kt(F; h)(Z, x)

(iv) If F has bounded p-variation Wp(F; Z, x), then

t(F; h)(Z, x)p � [Wp(F; Z, x)]1=ph1=p

(v) limh!0 t(F; h)(Z, x) ¼ 0 if and only if the map t! F(t)(Z, x) is

Hausdorff continuous at almost all t 2 [0, 1]:

Next, we fix a partition 0< t1< t2 � � � tN ¼ 1 of the interval [0, 1] where

tiþ1 � ti ¼ h ¼ 1=N and define the averaged modulus of continuity for the

map (t, x)! P(t, x)(Z, x). This is needed for the comparison of the set of

solutions of (1.1) with the set of solutions of the associated discrete inclusion

hZ, Xiþ1xi 2 hZ, Xixi þ hP(ti, Xi)(Z, x)

X0 ¼ X 0, i ¼ 0, 1, . . . , N � 1 (2:1)

In (2.1), {Xi}i¼0
N is a discrete set of members of ~AA that approximates {X (ti)},

X (t) being an exact solution of (1.1). By Theorem 6.3 in Ref.[8], inclusion

(2.1) is equivalent to the discrete inclusion given by

Xiþ1 2 Xi þ

ðtiþ1

ti

(E(ti, Xi) d ^p (s)þ F(ti, Xi) dAf (s)

þ G(ti, Xi) dAg
þ(s)þ H(ti, Xi) ds)

for approximating QSDI (1.1) in the space ~AA.

Definition 2.5

For fixed x 2 Q, t 2 [0, 1], we adopt the following notations and defini-

tions as in Ref.[6].

(i) o(P; t, x, h, Z, x) ¼ sup {r(P(s, x)(Z, x), P(u, x)(Z, x)); s,

u 2 [t � (h=2), t þ (h=2)] \ [0, 1]},

where r( � �) is the Hausdorff metric on 2C.
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(ii) Define the map

O(P; � , h, Z, x) :¼ sup {o(P; � , x, h, Z, x), x 2 Q}

Then, the map t! O(P; t, h, Z, x) is measurable, bounded, and

therefore integrable on [0, 1].

(iii) The averaged modulus of continuity for the map P is defined by

t(P; h)(Z, x) ¼

ð1

0

O(P; t, h, Z, x) dt

We remark here that Theorem 2.4 (i)–(v) hold for the map

P(t, x)(Z, x) appearing in (1.2) provided that in (iv), P( � , x)(Z, x)

has bounded p-variation uniformly in x 2 Q � ~AA, and in (v),

P( � , x)(Z, x) is Hausdorff continuous almost everywhere in [0, 1]

uniformly in x 2 Q.

3. ERROR ESTIMATES

This section is devoted to the establishment of error estimates involved in

solving the discretized inclusion (2.1) in place of (1.2). In what follows, let

Z, x 2 D�E be arbitrary such that Z ¼ c� e(a), x ¼d � e(b), c,d 2 D, a, b 2
Lg

2(Rþ): In solving the discretized inclusion (2.1), one may choose

XZx,iþ1 :¼ hZ,Xiþ1xi arbitrarily from the right hand side of (2.1). However,

we employ a definite approach which ensures that these solutions possess

certain properties. To this end, we introduce the notion of Lipschitzian

quantum stochastic processes.

Definition 3.1

A stochastic process X : [0, 1]! ~AA will be said to be Lipschitzian on

[0, 1] if there exist constants LZx> 0 such that

kX (t1)� X (t2)kZx � LZxjt1 � t2j, 8t1, t2 2 [0, 1] (3:1)

We remark that the set of such processes denoted by L( ~AA), is not empty.

The annihilation process A : [0, 1]! ~AA given by

A(t)x ¼
ðt

0

b(s) ds

� �
x, x ¼ e(b), b 2 LC,loc

1(Rþ)
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satisfies, for t1, t2 2 [0, 1],

kA(t1)� A(t2)kZx ¼ jhZ, A(t1)xi � hZ, A(t2)xij

� jhZ, xik
ðt1

t2

b(s) dsj

� M jhZ, xikt1 � t2j

¼ LZxjt1 � t2j

where

M ¼ sup
[0,1]

jb(s)j, LZx ¼ M jhZ, xij

Let ~XX 2 L( ~AA) \ Ad( ~AA)wac. We construct the solution X h of the discrete

inclusion (2.1) as follows: X0
h ¼ X 0 and for i ¼ 0, 1, 2 � � �N � 1,

XZx,iþ1
h :¼ hZ,Xiþ1

hxi

¼ proj(hZ, ~XX (tiþ1)xi, hZ,Xi
hxi þ hP(ti, Xi

h)(Z, x))

(3:2)

where proj(a, A) is the unique element of A closest to the element a 2 C. The

existence and uniqueness of proj(a, A) are assured by the convexity and

compactness of A � C. Consequently, we have the following results.

Proposition 3.2

Assume that the map (t, x)! P(t, x)(Z, x) appearing in (1.2) satisfies the

conditions S(i) � S(iii). Then there exists constant C ¼ C(Z, x)> 0 such that

for all N � 2,

max
0�i�N

kXi
h � ~XX (ti)kZx � C

�
k ~XX (0)� X 0kZx

þ

ð1

0

d
d

dt
hZ, ~XX (t)xi, P(t, ~XX (t))(Z, x)

� �
dt þ t(P; h)(Z, x)þ h

�

Proof.

We first show that for any integrable sesquilinear form valued map

f : [a, b]! sesq(D�E) and any compact and convex set A � C,

d

ðb

a

f (t)(Z, x) dt, (b� a)A

� �
�

ðb

a

d(f (t)(Z, x), A) dt (3:3)
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Since

ðb

a

proj(A, f (t)(Z, x)) dt 2 (b� a)A

then

d

ðb

a

f (t)(Z, x) dt, (b� a)A

� �
�

ðb

a

f (t)(Z, x) dt �

ðb

a

proj(A, f (t)(Z, x))

�����
�����

�

ðb

a

f (t)(Z, x)� proj(A, f (t)(Z, x))
�� �� dt

¼

ðb

a

d(f (t)(Z, x), A) dt

Also, for any compact subsets A, B of C, y 2 C, we shall employ the well

known inequality:

d( y, A) � d( y, B)þ r(A, B) (3:4)

Next, for i ¼ 1, 2 . . . , N, we employ the notation

CZx,i
h :¼ d(hZ, ~XX (ti)xi, hZ, ~XX (ti�1)xi þ hP(ti�1, ~XX (ti�1))(Z, x))

Using (3.3) and (3.4), we obtain

XN

i¼1

CZx,i
h ¼

XN

i¼1

d(hZ, ~XX (ti)xi � hZ, ~XX (ti�1)xi, hP(ti�1, ~XX (ti�1))(Z, x))

�
XN

i¼1

ðtiþ1

ti

d
d

dt
hZ, ~XX (t)xi, P(ti�1, ~XX (ti�1))(Z,x)

� �
dt

�
XN

i¼1

ðtiþ1

ti

�
d

d

dt
hZ, ~XX (t)xi, P(t, ~XX (t))(Z, x)

� �

þ r(P(t, ~XX (t))(Z, x), P(ti�1, ~XX (ti�1))(Z, x))

�
dt (3:5)

þ
XN

i¼1

ðtiþ1

ti

r(P(t, ~XX (t))(Z, x), P(ti�1, ~XX (ti�1))(Z, x)) dt (3:6)
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The last term in (3.6) satisfies

XN

i¼1

ðtiþ1

ti

r(P(t, ~XX (t))(Z, x), P(ti�1, ~XX (ti�1))(Z, x)) dt

�
XN

i¼1

ðtiþ1

ti

r(P(t, ~XX (t))(Z, x), P(ti, ~XX (ti))(Z, x)) dt

þ
XN

i¼1

ðtiþ1

ti

r(P(ti, ~XX (ti))(Z, x), P(ti�1, ~XX (ti�1))(Z, x)) dt

�
XN

i¼1

ðtiþ1

ti

r(P(t, ~XX (t))(Z, x), P(ti, ~XX (ti))(Z, x)) dt

þ
XN

i¼1

ðtiþ1

ti

KZxk
~XX (ti)� ~XX (ti�1)kZx dt � t(P; h)(Z, x)

þ KZxLZxh

Consequently, from (3.6),

XN

i¼1

CZx,i
h �

ð1

0

d
d

dt
hZ, ~XX (t)xi, P(t, ~XX (t))(Z, x)

� �
dt

þ KZxLZxhþ t(P; h)(Z, x) (3:7)

where KZx, LZx are the Lipschitz constants for the map P(t, � )(Z, x) and the

process ~XX respectively.

Next, we define DZx,i
h by

DZx,i
h :¼ d(hZ, ~XX (ti)xi, hZ,Xi�1

hxi þ hP(ti�1, Xi�1
h)(Z, x)),

i ¼ 1, 2 . . . , N

Again, by inequality (3.4),

DZx,i
h � d(hZ, ~XX (ti)xi, hZ, ~XX (ti�1)xi þ hP(ti�1, ~XX (ti�1))(Z, x))

þ r(hZ, Xi�1
hxi þ hP(ti�1, Xi�1

h)(Z, x), hZ, ~XX (ti�1)xi

þ hP(ti�1, ~XX (ti�1))(Z, x))
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� CZx,i
h þ k ~XX (ti�1)� Xi�1

hkZx þ hr(P(ti�1, Xi�1
h)(Z, x),

P(ti�1, ~XX (ti�1))(Z, x))

� CZx,i
h þ (1þ hKZx)k ~XX (ti�1)� Xi�1

hkZx

But by (3.2), the construction of solution XZx,i
h of the discrete inclusion (2.1)

satisfies

DZx,i
h ¼ jhZ, ~XX (ti)xi � XZx,i

hj ¼ k ~XX (ti)� Xi
hkZx

Therefore, setting

Dh
Zx,0 ¼ k

~XX (0)� X 0kZx

we have

DZx,i
h � CZx,i

h þ (1þ hKZx)DZx,i�1
h, i ¼ 1, 2 . . . , N

By the discrete version of the well known Gronwall inequality (see Dontchev

and Farhki,[6] for example) we get

max
0�i�N

DZx,i
h � eKZx

XN

i¼1

CZx,i
h þ DZx,0

h

 !

Hence, by (3.7), the conclusion of Proposition (3.2) follows from the last

inequality, where the constant C ¼ exp (KZx).

Remark 3.3

If the quantum stochastic process ~XX is a solution of (1.2), then

k ~XX (0)� X 0kZx ¼ 0, d
d

dt
hZ, ~XX (t)xi, P(t, ~XX (t))(Z, x)

� �
¼ 0

for almost all t 2 [0, 1]. Furthermore, by Theorem 2.3 (iv),

t(P; h)(Z, x) � hW (P; Z, x)

where W (P; Z, x) is the variation of the map P introduced in Definition 2.2. In

particular, if P( � , x)(Z, x) has a bounded variation uniformly in x 2 Q, then

t(P; h)(Z, x) ¼ O(h): Consequently, Proposition 3.2 yields

max
0�i�N

k ~XX (ti)� Xi
hkZx � eKZx [1þW (P; Z, x)]h
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The main result of this paper depends partially on the next lemma. To this end,

we introduce the following notation.

RZx :¼ sup
N

{jP(ti, Xi
N )(Z, x)j:XZx

N ¼ {XZx,i
N } solves (2:1),

ti 2 [0, 1]} (3:8)

Lemma 3.4

Let RZx satisfy (3.8). Then for every solution

XZx
N :¼ {XZx,i

N ¼ hZ,Xi
Nxi, i ¼ 0, 1, 2 . . . , N}

of (2.1), there exists a solution F( � ) of (1.1) such that

max
0�i�N

kF(ti)� Xi
NkZx � exp (KZx) RZxKZxhþ t(P; h)(Z, x)

� 	
(3:9)

Proof.

Let a stochastic process Y N : [0, 1]! ~AA be defined as follows:

Y N (t) ¼ Xi
N þ

1

h
(t � ti)(Xiþ1

N � Xi
N ), ti � t � tiþ1,

i ¼ 0, 1, 2 . . . , N � 1

The associated piecewise linear matrix element YZx
N (t) :¼ hZ, Y N (t)xi is given

by

YZx
N (t) ¼ XZx,i

N þ
1

h
(t � ti)(XZx,iþ1

N � XZx,i
N ) (3:10)

where {XZx,i
N } is a set of grid solutions of (2.1). Clearly, Y N 2 Ad( ~AA)wac.

By construction we have

d

dt
YZx

N (t) ¼
1

h
(XZx,iþ1

N � XZx,i
N ) 2 P(ti, Xi

N )(Z, x) (3:11)

Next, we estimate

d
d

dt
YZx

N (t), P(t, Y N (t))(Z, x)

� �
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By inequality (3.4),

d
d

dt
YZx

N (t), P(t, Y N (t))(Z, x)

� �

� d
d

dt
YZx

N (t), P(t, Xi
N )(Z, x)

� �

þ r(P(t, Y N (t))(Z, x), P(t, Xi
N )(Z, x))

� d
d

dt
YZx

N (t), P(t, Xi
N )(Z, x)

� �

þ KZxjYZx
N (t)� XZx,i

N j

� d
d

dt
YZx

N (t), P(t, Xi
N )(Z, x)

� �
þ KZxRZxh (3:12)

The last inequality follows from (3.8) and (3.10). Again, by employing (3.11)

and (3.4), we have

d
d

dt
YZx

N (t), P(t, Xi
N )(Z, x)

� �

� r(P(ti, Xi
N )(Z, x), P(t, Xi

N )(Z, x))

� o(P; Xi
N , t, 2h, Z, x)

� sup
x2Q

o(P; x, t, 2h, Z, x) ¼ O(P; t, 2h, Z, x)

Applying Theorem 2.1 by setting

WZx(t) ¼ KZxRZxhþ O(P; t, 2h, Z, x)

we conclude that there exists a solution F( � ) of (1.1) satisfying inequality (3.9).

Next, we present our main result. To this end, we introduce the following

sets of vectors in the space C
Nþ1

.

Denote by S(X 0) the subset of Ad( ~AA)wac consisting of the trajectory

bundle of (1.1). Then, we define the following sets.

RN (X 0)(Z, x) :¼ {FZx
N ¼ (FZx(ti), i ¼ 0, 1, 2 . . . , N ),

such that F( � ) 2 S(X 0)}
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DN (X 0)(Z,x) :¼ {XZx
N ¼ (XZx,i, i ¼ 0, 1, 2 . . . , N ),

such that XZx
N is a solution of

the discretized inclusion (2.1)}

For U , V 2 C
Nþ1

, we employ the maximum norm

jU � V j :¼ max
0�i�N

jUi � Vij

and the associated Hausdorff metric r on 2C
Nþ1

.

Consequently, the following theorem has been established by the combi-

nation of Proposition 3.2 and Lemma 3.4.

Theorem 3.5

Assume that the QSDI (1.2) satisfies conditions S(i) � S(iii). Then there

exist positive constants depending only on Z, x such that

r(RN (X 0)(Z, x), DN (X 0)(Z, x)) � C[t(P; h)(Z, x)þ h] (3:13)

for all N � 2:
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STOCHASTIC DIFFERENTIAL INCLUSIONS

M. O. OGUNDIRAN1 AND E. O. AYOOLA

ABSTRACT. This work is concerned with the existence of so-
lution of Quantum stochastic differential inclusions in the sense
of Caratheodory. The multivalued stochastic process involved
which is non-convex is Scorza-Dragoni lower semicontinuous
(SD-l.s.c.) hence giving rise to a directionally continuous se-
lection. The Quantum stochastic differential inclusion is driven
by annihilation, creation and gauge operators.
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Scorza Dragoni’s property, quantum stochastic processes.
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1. INTRODUCTION

The vast applications of differential inclusions in control theory,
economic model, evolution inclusions to mention a few, had made
the study of differential inclusions of great interest [1], [8], [18].
Likewise, the quantum stochastic differential inclusions which is a
multivalued generalization of quantum stochastic differential equa-
tion of Hudson and Parthasarathy has vast applications. This ex-
tension was first done in [9] in which the existence of solutions of
Lipschitzian quantum stochastic differential inclusions was estab-
lished. The study of solution set of this problem was done in [2], [3]
and references cited there. The case of discontinuous quantum sto-
chastic differential inclusions has application in the study of optimal
quantum stochastic control [15]. The quantum stochastic calculus
is driven by quantum stochastic processes called annihilation, cre-
ation and gauge arising from quantum field operators.
A multivalued map that is lower semicontinuous and convex-valued
has continuous selection by Michael selection theorem, but if the
convexity is dropped the continuous selection does not exist. But
for a differential inclusion with lower semicontinuous multifunction
that is not convex-valued, there is an analogue of Michael selection

Received by the editors April 20, 2012; Revised: May 31, 2012; Accepted: June 6,
2012
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theorem called the directionally continuous selection [4] which gave
rise to a class of discontinuous differential equations. A more gen-
eral case of this selection for infinite dimensional space is found in
[5].
The quantum stochastic differential inclusions considered in this
work has its coefficients to be multivalued stochastic processes that
have a special form of lower semicontinuity called Scorza-Dragoni
lower semicontinuous case. It is noteworthy that the Scorza-Dragoni
property is a multivalued generalization of Lusin property[14]. The
directionally continuous selection of the Scorza-Dragoni of the mul-
tifunction gave rise to a class of quantum stochastic differential
equations considered in [16] which have solutions in the sense of
Caratheodory. Apart from the application of this work in quantum
stochastic control, another motivation for the work is the applica-
tion of the results in the study of non-convex quantum stochastic
evolution inclusions which shall be considered in a later work.
In section 2 we give preliminaries which are essential for the work
and we prove the main results in section 3.

2. PRELIMINARY

In what follows, if U is a topological space, we denote by clos(U),
the collection of all non-empty closed subsets of U.
To each pair (D,H) consisting of a pre-Hilbert space D and its
completion H , we associate the set L+

w(D,H) of all linear maps x
from D into H , with the property that the domain of the operator
adjoint contains D. The members of L+

w(D,H) are densely-defined
linear operators on H which do not necessarily leave D invariant
and L+

w(D,H) is a linear space when equipped with the usual no-
tions of addition and scalar multiplication.
To H corresponds a Hilbert space Γ(H) called the boson Fock space
determined by H . A natural dense subset of Γ(H) consists of linear
space generated by the set of exponential vectors(Guichardet, [12])
in Γ(H) of the form

e(f) =

∞⊕
n=0

(n!)−
1
2

n⊗
f, f ∈ H

where
⊗0 f = 1 and

⊗n f is the n-fold tensor product of f with
itself for n ≥ 1.
In what follows, D is some pre-Hilbert space whose completion is
R and γ is a fixed Hilbert.
L2
γ(R+)(resp. L2

γ([0, t)), resp. L2
γ([t,∞)) t ∈ R+) is the space of
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square integrable γ-valued maps on R+ (resp.[0, t), resp.[t,∞)).
The inner product of the Hilbert space R ⊗ Γ(L2

γ(R+)) will be
denoted by 〈., .〉 and ‖ . ‖ the norm induced by 〈., .〉 .
Let E,Et and Et, t > 0 be linear spaces generated by the exponential
vectors in Fock spaces Γ(L2

γ(R+)),Γ(L
2
γ([0, t))) and Γ(L2

γ([t,∞)))
respectively ;

A ≡ L+
w(D⊗E,R⊗ Γ(L2

γ(R+)))

At ≡ L+
w(D⊗Et,R⊗ Γ(L2

γ([0, t))))⊗ I
t

At ≡ It ⊗ L+
w(E

t,Γ(L2
γ([t,∞)))), t > 0

where ⊗ denotes algebraic tensor product and It(resp.I
t) denotes

the identity map on R⊗ Γ(L2
γ([0, t))))(resp.Γ(L

2
γ([t,∞)))), t > 0

For every η, ξ ∈ D⊗E define

‖ x ‖η,ξ=| 〈η, xξ〉 |, x ∈ A

then the family of seminorms

{‖ . ‖ηξ: η, ξ ∈ D⊗E}

generates a topology τw , weak topology .
The completion of the locally convex spaces (A, τw) , (At, τw) and

(At, τw) are respectively denoted by Ã , Ãt and Ãt.

We define the Hausdorff topology on clos(Ã) as follows:

For x ∈ Ã , M,N ∈ clos(Ã) and η, ξ ∈ D⊗E, define

ρηξ(M,N ) ≡ max(δηξ(M,N ), δηξ(N ,M))

where

δηξ(M,N ) ≡ sup
x∈M

dηξ(x,N ) and

dηξ(x,N ) ≡ inf
y∈N

‖ x− y ‖ηξ .

The Hausdorff topology which shall be employed in what follows,
denoted by, τH , is generated by the family of pseudometrics {ρηξ(.) :
η, ξ ∈ D⊗E}
Moreover, if M ∈ clos(Ã) , then ‖ M ‖ηξ is defined by

‖ M ‖ηξ≡ ρηξ(M, {0});
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for arbitrary η, ξ ∈ D⊗E.
For A,B ∈ clos(C) and x ∈ C , a complex number, define

d(x,B) ≡ inf
y∈B

| x− y |
δ(A,B) ≡ sup

x∈A
d(x,B)

and ρ(A,B) ≡ max(δ(A,B), δ(B,A)).

Then ρ is a metric on clos(C) and induces a metric topology on the
space.

Let I ⊆ R+. A stochastic process indexed by I is an Ã-valued mea-
surable map on I.

A stochastic process X is called adapted if X(t) ∈ Ãt for each t ∈ I.

We write Ad(Ã) for the set of all adapted stochastic processes in-
dexed by I.

Definition 1: A member X of Ad(Ã) is called
(i) weakly absolutely continuous if the map t �→ 〈η,X(t)ξ〉 , t ∈ I
is absolutely continuous for arbitrary η, ξ ∈ D⊗E

(ii) locally absolutely p-integrable if ‖ X(.) ‖pηξ is Lebesgue - mea-
surable and integrable on [0, t) ⊆ I for each t ∈ I and arbitrary
η, ξ ∈ D⊗E.

We denote by Ad(Ã)wac(resp.L
p
loc(Ã)) the set of all weakly, abso-

lutely continuous(resp. locally absolutely p-integrable) members of

Ad(Ã).
Stochastic integrators : Let L∞

γ,loc(R+) [resp.L
∞
B(γ),loc(R+)] be the lin-

ear space of all measurable , locally bounded functions from R+ to
γ [resp. to B(γ) , the Banach space of bounded endomorphisms of
γ]. If f ∈ L∞

γ,loc(R+) and π ∈ L∞
B(γ),loc(R+) , then πf is the member

of L∞
γ,loc(R+) given by (πf)(t) = π(t)f(t) , t ∈ R+.

For f ∈ L2
γ(R)+ and π ∈ L∞

B(γ),loc(R+); the annihilation , creation

and gauge operators, a(f), a+(f) and λ(π) in L+
w(D,Γ(L

2
γ(R)+))

respectively, are defined as:

a(f)e(g) = 〈f, g〉L2
γ(R+)e(g)

a+(f)e(g) =
d

dσ
e(g + σf) |σ=0

λ(π)e(g) =
d

dσ
e(eσπf) |σ=0

g ∈ L2
γ(R)+

For arbitrary f ∈ L∞
γ,loc(R+) and π ∈ L∞

B(γ),loc(R+) , they give rise
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to the operator-valued maps Af , A
+
f and Λπ defined by:

Af(t) ≡ a(fχ[0,t))

A+
f (t) ≡ a+(fχ[0,t))

Λπ(t) ≡ λ(πχ[0,t))

t ∈ R+ , where χI denotes the indicator function of the Borel set I ⊆
R+. The maps Af , A

+
f and Λπ are stochastic processes , called anni-

hilation, creation and gauge processes , respectively, when their val-
ues are identified with their amplifications onR⊗Γ(L2

γ(R+)). These
are the stochastic integrators in Hudson and Parthasarathy[13] for-
mulation of boson quantum stochastic integration.

For processes p, q, u, v ∈ L2
loc(Ã), the quantum stochastic integral:

∫ t

t0

(
p(s)dΛπ(s) + q(s)dAf(s) + u(s)dA+

g (s) + v(s)ds
)
, t0, t ∈ R+

is interpreted in the sense of Hudson-Parthasarathy[13] The defini-
tion of Quantum stochastic differential Inclusions follows as in [9].
A relation of the form

dX(t) ∈ E(t, X(t))dΛπ(t) + F (t, X(t))dAf(t)

+G(t, X(t))dA+
g (t) +H(t, X(t))dt almost all t ∈ I

X(t0) = x0

(1)

is called Quantum stochastic differential inclusions(QSDI) with co-
efficients E, F,G,H and initial data (t0, x0).
Equation(1) is understood in the integral form:

X(t) ∈ x0 +

∫ t

t0

(
E(s,X(s))dΛπ(s) + F (s,X(s))dAf(s)

+G(s,X(s))dA+
g (s) +H(s,X(s))ds

)
, t ∈ I

called a stochastic integral inclusion with coefficients E, F,G,H and
initial data (t0, x0)
An equivalent form of (1) has been established in [9], Theorem 6.2
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as :

(μE)(t, x)(η, ξ) = {〈η, μαβ(t)p(t, x)ξ〉 : p(t, x) ∈ E(t, x)}
(νF )(t, x)(η, ξ) = {〈η, νβ(t)q(t, x)ξ〉 : q(t, x) ∈ F (t, x)}
(σG)(t, x)(η, ξ) = {〈η, σα(t)u(t, x)ξ〉 : u(t, x) ∈ G(t, x)}

P(t, x)(η, ξ) = (μE)(t, x)(η, ξ) + (νF )(t, x)(η, ξ)

+ (σG)(t, x)(η, ξ) +H(t, x)(η, ξ)

H(t, x)(η, ξ) = {v(t, x)(η, ξ) : v(., X(.))

is a selection of H(., X(.))∀ X ∈ L2
loc(Ã)}

(2)

Then Problem (1) is equivalent to

d

dt
〈η,X(t)ξ〉 ∈ P(t, X(t))(η, ξ)

X(t0) = x0

(3)

for arbitrary η, ξ ∈ D⊗E , almost all t ∈ I. Hence the existence
of solution of (1) implies the existence of solution of (3) and vice-
versa.
As explained in [9], for the map P,

P(t, x)(η, ξ) �= P̃(t, 〈η, xξ〉)
for some complex-valued multifunction P̃ defined on I×C for t ∈ I,
x ∈ Ã, η, ξ ∈ D⊗E.
Definition 2: For an arbitrary η, ξ ∈ D⊗E, let M > 0 , we define
a set ΓM

ηξ , as

ΓM
ηξ = {(t, x) ∈ I × Ã :| 〈η, xξ〉 |≤ Mt}

Let (t0, x0) ∈ I×Ã and ε > 0. For an arbitrary η, ξ ∈ D⊗E, (t0, x0)

∈ I × Ã and δ > 0, the family of conical neighbourhoods;

ΓM
ηξ((t0, x0), δ) = {(t, x) ∈ I × Ã :‖ x− x0 ‖ηξ≤ M(t− t0),

t0 ≤ t < t0 + δ}
generates a topology, τ+, which satisfies the following property:
(P) For every pair of sets A ⊂ B, with A closed and B open(in the
original topology), there exists a set C, closed-open with respect to
τ+, such that A ⊂ C ⊂ B.
This topology follows from [5] and the references cited there.
Definition 3: (i) For an arbitrary pair η, ξ ∈ D⊗E a map Φ : I ×
Ã → Ã will be said to be ΓM

ηξ -continuous(directionally continuous
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or τ+-continuous) at a point (t0, x0) ∈ I × Ã , if for every ε > 0
there exists δ > 0 such that

‖ Φ(t, x)− Φ(t0, x0) ‖ηξ≤ ε if t0 ≤ t ≤ t0 + δ and ‖ x− x0 ‖ηξ
≤ M(t− t0)

(ii) For an arbitrary η, ξ ∈ D⊗E, S ⊂ Ã, a sesquilinear-form valued

map Ψ : S → 2sesq(D⊗E)2 will be said to be lower semicontinuous on
S if for every closed subset C of C the set {s ∈ S : Ψ(s)(η, ξ) ⊂ C}
is closed in S.
We remark that if E, F,G,H are lower semicontinuous on S, then
the sesquilinear-form valued P is lower semicontinuous on S.
A multivalued generalization of Lusin property which is called Scor-
za - Dragoni property [14] employed in [6] is used to define the form
of lower semicontinuity in this work. The well-known Lusin prop-
erty is the following.
Definition 4:(Lusin’s property)LetX and Y be two separable met-
ric spaces and let f : I ×X → Y be function such that
(i)t → f(t, u) is measurable for every u ∈ X
(ii) u → f(t, u) is continuous for almost every t ∈ I , I ⊆ R+.
Then, for each ε > 0, there exists a closed set A ⊆ I such that
λ(I \A) < ε , (λ is the Lebesgue measure on R) and the restriction
of f to A×X is continuous.

Definition 5: A sequilinear- form valued map Ψ : [0, T ] × Ã →
2sesq(D⊗E)2 is Scorza-Dragoni lower semicontinuous (SD-l.s.c.) on

[0, T ] × Ã if there exists a sequence of disjoint compact sets Jn ⊂
[0, T ], with meas([0, T ] \⋃n∈NJn) = 0 such that Ψ is lower semicon-

tinuous on each set Jn × Ã.
If Ψ is lower semicontinuous and convex-valued then by Michael se-
lection theorems, there exists continuous selection of Ψ. But if the
convexity is removed and Ψ is not decomposable valued multifunc-
tion then the existence of continuous selection is not guaranteed.
However, a non-convex analogue of Michael selection is Directional
continuous selection result in [4] and for infinite dimensional space
in [5]. We established in this work that such selection exists for
SD-lsc multivalued stochastic process.
For an arbitrary η, ξ ∈ D⊗E , if Ψ ∈ μE, νF, σG,H appearing in
(1) are SD-lsc then the map (t, x) → P(t, x)(η, ξ) is SD-lsc.
A quantum stochastic differential inclusion will be said to be SD-
lower semicontinuous if the coefficients are SD-lsc.

3. MAIN RESULTS



Author’s personal copy

88 M. O. OGUNDIRAN AND E. O. AYOOLA

Theorem 1: For almost all t ∈ I, η, ξ ∈ D⊗E. Suppose the
following holds:
(i) The maps X → Ψ(t, X)(η, ξ), Ψ ∈ {μE, νF, σG,H} are non-
empty lower semicontinuous multivalued stochastic processes
(ii)The maps t → Ψ(t, X)(η, ξ) are closed

(iii) τ+ is a topology on I × Ã with property (P).
Then the sesquilinear form valued multifunction, (t, X(t)) →
P(t, X(t))(η, ξ)

P(t, X(t))(η, ξ) = (μE)(t, X(t))(η, ξ) + (νF )(t, X(t))(η, ξ)

+ (σG)(t, X(t))(η, ξ) +H(t, X(t))(η, ξ)

admits a τ+-continuous selection.
Proof: P is non-empty , since each of Ψ ∈ {μE, νF, σG,H} is non-
empty.
Therefore, P is a non-empty lower semicontinuous sesquilinear form-
valued multifunction.
We shall employ a similar procedure as in the proof of Theorem 3.2
in [5] to construct a τ+-continuous ε-approximate selections Pε of P,
hence by inductive hypothesis we obtain a τ+-continuous selection
P of P.
Let ε > 0 be fixed , since X → P(t, X)(η, ξ) is lower semicontinuous

, for every X(t) ∈ Ã , we choose point yηξ,X(t) ∈ P(t, X(t))(η, ξ)
and neighbourhood UX of X(t) such that

inf
yηξ,P(t)∈P(t,X(t′))(η,ξ)

| yηξ,X(t)− yηξ,P(t) |< ε ∀ X(t′) ∈ UX (4)

Now , let (Vα)α∈βε be a local finite open refinement of (UX)X(t)∈ ˜A ,

with Vα ⊂ UXα , and let (Wα)α∈βε be another open refinement such
that cl(Wα) ⊂ Vα for all α ∈ βε. By property (P), for each α , we
can choose a set Zα , clopen w.r.t. τ+, such that

cl(Wα) ⊂ int(Zα) ⊂ cl(Zα) ⊂ Vα (5)

Then (Zα)α is a local finite τ+ clopen covering of Ã . Let � be a
well-ordering of the set βε, define for each α ∈ βε ,

Ωε
α = Zα \ (

⋃
λ<α

Zλ)

Set Oε = (Ωε
α), α ∈ βε. By well-ordering , every x ∈ Ã belongs to

exactly one set Ωε
α where α = min{α ∈ βε : x ∈ Zα}. Hence , Oε

is a partition of Ã. Moreover, since Zα is locally finite(wrt τ and
therefore wrt τ+), the sets

⋃
λ<α Zλ are τ+ clopen. Hence Oε is a

τ+ clopen disjoint covering of Ã such that, {cl(Ωε
α)} refines (Vα)α.
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By setting yεηξ,α = yηξ,Xα and Pε(t, X(t))(η, ξ) = yηξ,Xα, ∀α ∈ βε

we have τ+ continuous function Pε, which by (4), satisfies

inf
yηξ,P(t)∈P(t,X(t))(η,ξ)

| Pε(t, X(t))(η, ξ)− yηξ,P(t) |< ε

Therefore , there exists an ε-approximate selection Pε of P.
Since ε was arbitrarily chosen ,thus we have a τ+-continuous selec-
tion P of P. �
Theorem 2: Suppose the following holds for an arbitrary η, ξ ∈
D⊗E, Ψ ∈ {μE, νF, σG,H} :

(i) t → Ψ(t, X(t))(η, ξ) are measurable for all X ∈ Ã
(ii) X → Ψ(t, X(t))(η, ξ) are SD-lower semicontinuous with respect
to a seminorm ‖ . ‖ηξ , for almost all t ∈ I
(iii) Ψ are integrably bounded, that is, there exists LΨ

ηξ(t) ∈ L1(I)

such that, a.e. t ∈ I, for all X ∈ Ã,

inf
y∈Ψ(t,x)(η,ξ)

| y |≤ LΨ
ηξ(t).

Then the SD-lower semicontinuous quantum stochastic differential
inclusions

d

dt
〈η,X(t)ξ〉 ∈ P(t, X(t))(η, ξ)

X(t0) = x0

(6)

has an adapted weakly absolutely continuous solution in the sense
of Caratheodory.
Proof: Since for arbitrary η, ξ ∈ D⊗E, Ψ ∈ μE, νF, σG,H are SD-
lower semicontinuous then P(t, x)(η, ξ) is SD-lower semicontinuous,

∀x ∈ Ã, a.e. t ∈ I. The sequence of disjoint compact sets Jn =⋂
Ψ JΨ

n and meas(I \ ∪n∈NJn) = 0 such that P(., .)(η, ξ) restricted

to Ωn = Jn × Ã is lower semicontinuous, with respect to ‖ . ‖ηξ.
Also, suppose Lηξ = 5maxLΨ

ηξ(t), then a.e. t ∈ I,

inf
y∈P(t,x)(η,ξ)

| y |≤ Lηξ(t),

for all X ∈ Ã
For each n ≥ 1, we can apply Theorem (1) and obtain τ+-continuous
selections Pn ∈ P.
For an arbitrary selection g from P, if we define

P (t, X)(η, ξ) =

{
Pn(t, X)(η, ξ) if t ∈ Jn,

g(t, X)(η, ξ) if t �∈ ∪n∈NJn
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then P is a τ+-continuous selection of P, such that | P (t, x)(η, ξ) |≤
Lηξ(t) < Ln,ηξ, for every (t, X) ∈ I × Ã, η, ξ ∈ D⊗E.
Then by applying Lusin’s property to each bound of Ln,ηξ, n ∈ N

the set of solutions of τ+-continuous quantum stochastic differential
equations is the solution set of (6) in the sense of Caratheodory. �
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1 Introduction

Several results on weak forms of solutions of the following quantum
stochastic differential equation have been studied. See [1, 3-7] and the
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references therein. The motivations for studying this class of equations
have been discussed in the references.

dz(t) = U(t, z(t))d ∧π (t) + V (t, z(t))dAg(t)

+W (t, z(t))dAf+(t) +H(t, z(t))dt,

z(t0) = z0, t ∈ I = [t0, T ] (1)

In Eq. (1), the coefficients U, V, W, and H lie in a certain class of
stochastic processes defined in [1], while the gauge, creation, annihila-
tion processes ΛΠ, Af+ , Ag and the Lebesgue measure t are well defined

in [2] and the references therein. z ∈ B̃ is a locally convex space.
Quantum stochastic differential equation (QSDE) (1) is understood in
the framework of the Hudson and Parthasarathy [9] quantum stochastic
calculus. It has found applications in many physical systems, especially
those that have to do with quantum optics, quantum measure theory,
quantum open systems and quantum dynamical systems (see [1-7]).
In [6], some properties of solutions of Eq. (1) were studied. Results
on the existence and uniqueness of solutions of this class of equations
were established in the space of the operator processes endowed with
the weak topologies. In [7], quantum stochastic differential inclusions of
hypermaximal monotone type were studied under some general condi-
tions and the existence of solution of an evolution operator connected
with these inclusions were established. Also, see [4] for some results on
evolution inclusions where the multivalued map P1 is of hypermaximal
monotone type. Further studies were carried out by [5] on properties
of solution sets of quantum stochastic differential inclusions of Eq. (1)
under the weak topologies. However, Ayoola in [1] investigated some ex-
istence properties on the space when endowed with the strong topology
under a more general Lipschitz condition on the coefficients (U, V,W,H).
Some new results including stability results were obtained. The results
in [1, 2] generalized some similar results in the classical setting. This
paper is concerned with the study of the properties of solutions of an
evolution equation defined on the space with the strong topology. In [3,
12] existence of mild solutions of evolution QSDEs was studied under
the weak topologies. Evolution problems have found practical applica-
tions in virtually all fields of sciences. See the references [11, 13-15] for
some applications of evolution problems. The results in the present work
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extend some existing results on strong solutions of Eq. (1) and extend
the solution space for which QSDE will be applicable. We will consider
some applications in our subsequent work.

2 Preliminaries

In what follows, the following evolution equation is considered.

dz(t) = A(t)z(t) + U(t, z(t))d ∧π (t) + V (t, z(t))dAg(t)

+W (t, z(t))dAf+(t) +H(t, z(t))dt,

z(t0) = z0, t ∈ I (2)

where A generates a bounded semigroup {S(t) : t ≥ 0}. For details on
semigroup and their applications , see the references [8,10]. We adopt
in most cases the definitions and notations of the spaces used in this
paper from the references [1-3]. B̃ is the completion of the topological
space (B̃, τ), and τ is the topology generated by the family of semi-
norms ||φ||ξ = ||φξ||, ξ ∈ ID⊗IE, where ||.|| is the norm of the space
R⊗ Γ(L2

γ(R+)). The space B is the linear space of all linear operators
on R ⊗ Γ(L2

γ(R+)). ID, IE, and R are well defined in [1]. The nota-
tions and structures of the following spaces are from the references [1,
2]. R⊗Γ(L2

γ(R+)), Ad(B̃)ac, L
p
loc(B̃), L2

γ(R+), L(B̃), ID⊗IE, Fin(ID⊗IE).
ID, IE, and R is well defined in [1].
Definition 2.1.
(i) φ : I → B̃ is a stochastic process indexed by I = [0, T ] ⊆ R+.
(ii) If φ(t) ∈ B̃t, t ∈ I, then φ is said to be adapted and we denote the
set of all such stochastic processes by Ad(B̃) .
(iii) φ(t) ∈ Ad(B̃)ac is said to be adapted, absolutely continuous.
(iv) φ(t) ∈ Lploc(B̃) is said to be locally, absolutely p-integrable, where
p ∈ (0,∞).
(v) Since the evolution operator A generates a bounded semigroup
{S(t)}t≥0, for each t ≥ 0, there exists a constant M > 0 such that
‖S(t)‖ξ ≤M .

(vi) Let θ ∈ Fin(ID⊗IE) and z ∈ B̃ then, ||z||θ = maxξ∈θ||z||ξ, where
the set {‖.‖θ : θ ∈ Fin(ID⊗IE)} is a family of seminorms on B̃ and
Fin(ID⊗IE) denote the set of all finite subsets of ID⊗IE. Also see Defini-
tions 2.5 and 2.6 in [2].
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Definition 2.2.
A stochastic process φ ∈ L2

loc(B̃) is called a strong solution of the prob-
lem (2) on I if it is absolutely continuous and satisfies

φ(t) = S(t)φ0 +

∫ t

t0

S(t− s)[U(s, φ(s))d ∧π (s) + V (s, φ(s))dAg(s)

+W (s, φ(s))dAf+(s) +H(s, φ(s))ds],

φ(t0) = φ0, t ∈ I (3)

Definition 2.3.
Φ : I × B̃ → B̃ is Lipschitzian if

‖Φ(t, y)− Φ(t, z)‖ξ ≤ KΦ
ξ (t)‖y − z‖θΦ(ξ)

is satisfied for each ξ ∈ ID⊗IE, where y, z ∈ B̃, θ ∈ (ID⊗IE, F in(ID⊗IE))
and KΦ

ξ : I → (0,∞) is a Lipschitz function lying in L1
loc(I). I = [0, T ] ⊆

R+.
Remark 2.4. Theorem 2.2 and Remarks (a) - (c) in [1] hold in this
case.
For the remaining part of this paper, ξ ∈ ID⊗IE is arbitrary, except
otherwise stated, the following result established in [1] will be used to
establish the major results.
Theorem 2.5. (a) Let p, q, u, v ∈ L2

loc(B̃) and let M be their stochastic
integral. If ξ ∈ ID⊗IE where ξ = d ⊗ e(β), α, β ∈ L∞γ,loc(R+) and t ≥ 0,
then

< η,M(t)ξ > =

∫ t

0
< η, {α(s), π(s)β(s) >γ p(s)

+ < f(s), β(s) >γ q(s)

+ < α(s), g(s) >γ u(s) + v(s)}ξ > ds. (4)

(b) Let
K(T ) = sup0≤s≤T max{| 〈β(s), π(s)β(s)〉 |, | 〈f(s), β(s)〉 |, | 〈β(s), g(s)〉 |,
||π(s)β(s)||2, ||g(s)||2}.
Then for T > 0 and 0 ≤ t ≤ T ,

||M(t)ξ||2 ≤ 6K(T )2

∫ t

0
et−s{||p(s)ξ||2 + ||q(s)ξ||2 + ||u(s)ξ||2

+ ||v(s)ξ||2}ds. (5)
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(c) Let 0 ≤ s ≤ t ≤ T. Then

||(M(t)−M(s))ξ||2 ≤ 6K(T )2

∫ t

0
et−τ{||p(τ)ξ||2 + ||q(τ)ξ||2

+ ||u(τ)ξ||2 + ||v(τ)ξ||2}dτ. (6)

Note 2.6. M is absolutely continuous, hence, M ∈ L2
loc(B̃).

3 Main Results

This section is dedicated to the main results on existence and unique-
ness of strong solutions of (2). Subsequently, except otherwise stated,
t ∈ I = [t0, T ] ⊆ R+ and ξ ∈ ID⊗IE is arbitrary.
Theorem 3.1.
Suppose that the coefficients U, V,W,H ∈ L2

loc(I × B̃) are Lipschitzian.
Then for (t0, z0) ∈ I×Ã there exists a unique strong solution ϕ of equa-
tion (2) satisfying ϕ(t0) = z0.

Proof. To prove the theorem, we make the following assumptions:
H1. Let {ϕn(t)}n≥0 be a sequence of successive approximations of ϕ ∈ B̃
and
H2. ϕn(t), n ≥ 1 define an absolutely continuous process in L2

loc(Ã).
Let T > t0, t ∈ I be fixed. Then, we prove H1 −H2 as follows.
For n ≥ 0, we have

ϕn+1(t) = S(t)z0 +

∫ t

t0

S(t− s)[U(s, ϕn(s))d ∧π (s)

+ V (s, ϕ(s))dA+
g (s) +W (s, ϕn(s))dAf (s) +H(s, ϕn(s))ds].

By hypothesis, U(s, z0), V (s, z0),W (s, z0), H(s, z0) ∈ B̃s for s ∈ [t0, T ]
while
U(., z0), V (., z0),W (., z0), H(., z0) ∈ L2

loc(B̃).
Therefore, the quantum stochastic integral which defines ϕ1(t) exists for
t ∈ [t0, T ]. By Theorem 2.5, ϕ1(t) ∈ L2

loc(B̃).
Hence, it implies that each
U(s, ϕn(s)), V (s, ϕ(s)),W (s, ϕn(s)) and H(s, ϕn(s) ∈ L2

loc(B̃).
This proves assumptions H1 −H2.
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Next, we show that the sequence of successive approximations converges
as follows:

‖ ϕn+1(t)− ϕn(t) ‖ξ = ||
∫ t

t0

S(t− s)[(U(s, ϕn(s))

−U(s, ϕn−1(s)))d ∧π (s)

+(V (s, ϕ(s))− V (s, ϕn−1(s)))dA+
g (s)

+(W (s, ϕn(s))−W (s, ϕn−1(s)))dAf (s)

+(H(s, ϕn(s))−H(s, ϕn−1(s)))ds]||ξ.

By Theorem 2.5 and (v) of Definition 2.1, we get

‖ ϕn+1(t)− ϕn(t) ‖2ξ ≤ 6M2K(T )2

∫ t

t0

et−s{||U(s, ϕn(s))

−U(s, ϕn−1(s))||2ξ
+||V (s, ϕ(s))− V (s, ϕn−1(s))||2ξ
+||W (s, ϕn(s))−W (s, ϕn−1(s))||2ξ
+||H(s, ϕn(s))−H(s, ϕn−1(s))||2ξ}ds. (7)

By definition 2.3, we have

‖M(s, ϕn(s))−M(s, ϕn−1(s)) ‖ξ ≤ KM
ξ (s) ‖ ϕn(s)− ϕn−1(s) ‖θMξ

,

for each M ∈ {U, V.W,H}. Thus, there exists ξ1
M ∈ θM(ξ) satisfying

‖ ϕn(s)− ϕn−1(s) ‖θMξ
=‖ ϕn(s)− ϕn−1(s) ‖ξ1

M
.

Using (7), we obtain

‖ ϕn+1(t)− ϕn(t) ‖2ξ ≤ NC(T )Lξ

∫ t

t0

et−s ‖ ϕn(s)− ϕn−1(s) ‖2ξ1 ds

= NC(T )Lξe
t

×
∫ t

t0

e−s ‖ ϕn(s)− ϕn−1(s) ‖2ξ1 ds. (8)

Where

‖ ϕn(s)− ϕn−1(s) ‖ξ1= max
M∈{U,V.W,H}

‖ ϕn(s)− ϕn−1(s) ‖ξ1
M
. (9)
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and N = M2, C(T ) = 6K(T )2,

Lξ = ess sup
s∈[0,T ]

Kξ(s) =
∑

M∈{U,V.W,H}

KM
ξ (s)2

 .
Continuing the iteration and replacing ξ2 with ξ1 in (9), yields

‖ ϕn+1(t)− ϕn(t) ‖2ξ ≤ N2C(T )2LξLξ1e
t

×
∫ t

t0

∫ s

t0

e−s
′ ‖ ϕn−1(e−s

′
)− ϕn−2(e−s

′
) ‖2ξ2 ds

′ds

≤ NnC(T )nM(ξ)net
∫ t

t0

ds1

∫ s1

ds2...

∫ sn−2

t0

dsn−1

×
∫ sn−1

t0

e−sn ‖ ϕ1(sn)− ϕ0(sn) ‖2ξ dsn, (10)

where Mn(ξ) = max{Lξ,j , j = 0, 1, ..., n − 1}, M(ξ) = supn∈N{Mn(ξ)},
and Lξ,j , j = 0, 1, ..., n− 1 are positive real numbers.
Since the map s −→ ‖ϕ1(s)− z0‖ξ is continuous on I, we obtain,
Rξn = sups∈I ‖ϕ1(s)− z0‖ξn <∞ and put Rξ = supn∈N{Rξn} in (10) to
get

‖ ϕn+1(t)− ϕn(t) ‖2ξ≤ [NC(T )M(ξ)]neT
Tn

n!
R2
ξ , n = 0, 1, 2, ....

For n > k we get,

‖ ϕn+1(t)− ϕk+1(t) ‖ξ= ‖Σn
m=k+1(ϕm+1(t)− ϕm(t))‖ξ

≤ Σn
m=k+1‖ϕm+1(t)− ϕm(t)‖ξ

≤ e
T
2 Rξ

n∑
m=k+1

(
[NC(T )M(ξ)]mTm

m!

) 1
2

<∞.

Showing that ϕn(t) is a Cauchy sequence in B̃ and converges uniformly
to ϕ(t).
Now since ϕn(t) is adapted and absolutely continuous, the same is true
for ϕ(t).
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Next, we show that ϕ(t) satisfies Eq. (2).
Let ϕ(t0) = z0 and by (8), there exists ξ ∈ ID⊗IE such that

||
∫ t

t0

S(t− s)[U(s, ϕn(s))d ∧π (s) + V (s, ϕn(s))dA+
g (s)

+W (s, ϕn(s))dAf (s) +H(s, ϕn(s))ds]||2ξ

− ||
∫ t

t0

S(t− s)[U(s, ϕ(s))d ∧π (s)

+ V (s, ϕ(s))dA+
g (s) +W (s, ϕ(s))dAf (s)

+ H(s, ϕ(s))ds]||2ξ

= ||
∫ t

t0

S(t− s)(P (s, ϕn(s))− P (s, ϕ(s)))ds||2ξ

≤ NC(T )Lξe
t ×
∫ t

t0

e−s ‖ ϕn(s)− ϕ(s) ‖2ξ ds→ 0 as n→∞.

Since ϕn(s)→ ϕ(s) in B̃ uniformly on [t0, T ], we have

ϕ(t) = lim
n→∞

ϕn+1(t)

= S(t)z0 + lim
n→∞

(

∫ t

t0

S(t− s)(U(s, ϕn(s))d ∧π (s)

+ V (s, ϕn(s))dA+
g (s)

+ W (s, ϕn(s))dAf (s) +H(s, ϕn(s))ds)

= S(t)z0 +

∫ t

t0

S(t− s)(U(s, ϕ(s))d ∧π (s)

+ V (s, ϕ(s))dA+
g (s)

+ W (s, ϕ(s))dAf (s) +H(s, ϕ(s))ds), , t ∈ I.

This shows that ϕ(t) is a solution of Eq. (2).
Uniqueness
Suppose that y(t), t ∈ [t0, T ] is another adapted absolutely continuous
solution with y(t0) = z0, then just as we established the above result,
we obtain

‖ ϕ(t)− y(t) ‖2ξ≤ [NC(T )M(ξ)]neT
T

n!
sup
t∈I
‖ ϕ(t)− y(t) ‖2ξ<∞. (11)
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By the right hand side of Eq. (11), we conclude that for n ∈ N,
‖ ϕ(t)− y(t) ‖ξ= 0 and ϕ(t) = y(t) on ID⊗IE, t ∈ I. Hence the solution
is unique.

4 Stability

In this section, we show that under the condition (v) of Definition 2.1,
the solution of Eq.(2) is stable.
(a) let the coefficients U, V, W, H satisfy the conditions of Theorem 3.1
and let z(t), y(t), t ∈ [t0, T ] be solutions of Eq. (2) such that z(t0) = z0

and y(t0) = y0, z0, y0 ∈ B̃. The solution z(t) is stable under the changes
in the initial condition over a finite time interval as follows:
(b) Let Lξ, N and C(T ) be constants such that

Lξ = ess sup
s∈I

Kξ(s), C(T ) = 12K(T )2 and N = M2

where K(T ) is as defined in Theorem 2.3 and ||S(t)||ξ by (v) of Definition
2.1.
(c) Define the function Kξ(s) as

Kξ(s) =
∑

M∈{U,V.W,H}

(KM
ξ (s))2

Theorem 4.1. Let the conditions of Definition 2.1 hold and let ε > 0
be given. Then there exists δ > 0 such that if ‖z0 − y0‖ξ < δ,
then ‖z(t)− y(t)‖ξ < ε, ∀ t ∈ [0, T ].

Proof:
Let zn(t), yn(t), n = 0, 1, ... be the iterates corresponding to z0, y0 re-
spectively. Let z0(t) = z0 and y0(t) = y0, 0 ≤ t ≤ T. Then we get

‖ zn+1(t)− yn+1(t) ‖ξ ≤ ||S(t− s)(z0 − y0)||ξ

+ ||
∫ t

t0

S(t− s)[(U(s, zn(s))− U(s, yn(s)))d ∧π (s)

+ (V (s, z(s))− V (s, yn(s)))dA+
g (s)

+ (W (s, zn(s))−W (s, yn(s)))dAf (s)

+ (H(s, zn(s))−H(s, yn(s)))ds]||ξ



10 S. A. BISHOP AND E. O. AYOOLA

So that by applying Theorem 2.5 and condition (v) of Definition 2.1, we
obtain

‖ zn+1(t)−yn+1(t) ‖2ξ≤ 2M2||z0 − y0||2ξ

+ 2M2||
∫ t

t0

S(t− s)[(U(s, zn(s))− U(s, yn(s)))d ∧π (s)

+ (V (s, z(s))− V (s, yn(s)))dA+
g (s)

+ (W (s, zn(s))−W (s, yn(s)))dAf (s)

+ (H(s, zn(s))−H(s, yn(s)))ds]||2ξ

‖ zn+1(t)− yn+1(t) ‖2ξ ≤ 2N ||z0 − y0||2ξ

+ NC(T )

∫ t

t0

es−t{||U(s, zn(s))− U(s, yn(s))||2ξ

+ ||V (s, z(s))− V (s, yn(s))||2ξ
+ ||(W (s, zn(s))−W (s, yn(s))||2ξ
+ (H(s, zn(s))−H(s, yn(s)))||2ξ}ds.

Since Definition 2.3 also holds for the coefficients U, V,W,H, we find
elements ξM,1 ∈ θM(ξ) ∈ Fin(ID⊗IE), M ∈ {U, V,W,H} such that

‖ zn+1(t)−yn+1(t) ‖2ξ≤ 2N ||z0 − y0||2ξ +NC(T )

×
∫ t

t0

et−s1 [
∑

M∈{U,V,W,H}

KM
ξ (s1)2||zn(s1))− yn(s1))||2ξM,1

]ds1

≤ 2N ||z0 − y0||2ξ

+NC(T )Lξe
t

∫ t

t0

e−s1 ||zn(s1)− yn(s1)||2ξds1. (12)

where ξ1 ∈ ξM,1 : M ∈ {U, V.W,H}} satisfies

‖ ϕn(s)− ϕn−1(s) ‖2ξ1 = max
M∈{U,V.W,H}

‖ ϕn(s)− ϕn−1(s) ‖2ξM,1
,
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where s ∈ I.
Also, if we have ξ2 ∈ ID⊗IE then,

‖ zn(s1)− yn(s1) ‖2ξ ≤ 2N ‖(z0 − y0)‖2ξ1

+ NC(T )Lξ1

∫ t

s1

es1−s2 ||zn−1(s2)− yn−1(s2)||2ξ2ds2.

By (12), we obtain for t ∈ [0, T ],

‖ zn+1(t)− yn+1(t) ‖2ξ ≤ 2N ‖(z0 − y0)‖2ξ

+ 2NC(T ) ‖z0 − y0‖2ξ Lξe
t

∫ t

0
e−s1ds1

+ N2C(T )2LξLξ1e
t

×
∫ t

0

∫ s1

0
e−s2 ||zn−1(s2)− yn−1(s2)||2ξ2ds2ds1.

Continuous iterations yields,

‖ zn+1(t)− yn+1(t) ‖2ξ ≤ 2N ‖z0 − y0‖2ξ + 2NC(T ) ‖z0 − y0‖2ξ1 Lξe
T t

+ 2N2C(T )2 ‖z0 − y0‖2ξ2 LξLξ1e
T

∫ t

0

∫ s1

0
ds2ds1

+ 2N3C(T )3 ‖z0 − y0‖2ξ2 LξLξ1Lξ2e
T

∫ t

0

∫ s1

0

×
∫ s2

0

∫ s1

0
ds3ds2ds1

+ ...+Nn+1C(T )(n+1)eTLξLξ1Lξ2 ...Lξn

∫ t

0

∫ s1

0
...

×
∫ sn

0
||z0(sn+1)− y0(sn+1)||2ξn+1

ds1ds2ds3...dsn+1.

Now, by letting K(ξ) = supn∈N{Lξ, Lξ1 , Lξ2 , ..., Lξn},
ηn ∈ {ξ, ξ1, ξ2, ..., ξn, ξn+1} so that if

‖z0 − y0‖ηn = max{‖z0 − y0‖ξj , j = 0, 1, ..., n+ 1},
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we obtain

‖ zn+1(t)− yn+1(t) ‖2ξ ≤ 2eT ‖z0 − y0‖2ηn
n+1∑
m=0

[NC(T )K(ξ)]m
Tm

m!

≤ 2 ‖z0 − y0‖2ηn e
(NC(T )K(ξ)+T ). (13)

Thus, by taking the square root of both sides of (13) and letting n→∞,
we obtain ‖z(t)− y(t)‖ξ ≤ ε.
Take δ = ε[2e(NC(T )K(ξ)T+T )]−

1
2 , for all t ∈ [0, T ], and the desired result

is obtained.
Remark 4.2 If N < 1, we obtain the results in [1].
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ABSTRACT. We prove that the map that associates to the initial value the set of solutions

to the Lipschitzian Quantum Stochastic Differential Inclusion (QSDI) admits a selection which is

continuous from the locally convex space of stochastic processes to the space of adapted and weakly

absolutely continuous solutions. As a corollary, the reachable set multifunction admits a continuous

selection. In the framework of the Hudson-Parthasarathy formulation of quantum stochastic calculus,

these results are achieved subject to some compactness conditions on the set of initial values and on

some coefficients of the inclusion.

Key Words: Continuous selections, Lipschitzian quantum stochastic differential inclusions, Reach-

able sets, solution sets

AMS (MOS) Subject Classification: 81S25, 60H10

1. INTRODUCTION

This work is concerned with further investigations of the existence and appli-

cations of continuous selections of solution sets of quantum stochastic differential

inclusions (QSDI). In the context of classical differential inclusions defined in finite

dimensional Euclidean spaces, such investigations have attracted considerable atten-

tion in the literature. Some well known results on continuous selections and their

applications in the finite dimensional Euclidean settings can be found in [1, 2, 14,

15, 18, 20, 22]. As in [8, 18, 20, 22], selection results have been used among other

things for the interpolation of a given finite set of trajectories of classical differential

inclusions.

However, in the non commutative quantum setting, investigations of the exis-

tence of continuous selections and their applications have not received a comparable

attention in the literature. In the framework of the Hudson and Parthasarathy [17,

19] formulations of quantum stochastic calculus, we established in our previous work

[4], some continuous selections of solution sets of quantum stochastic differential in-

clusion (QSDI) defined on the set of the matrix elements of initial points with values

Research Supported by University of Ibadan 2006 Senate Research Grant.
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in the set of matrix elements of solutions. However, on this occasion and in the same

framework of quantum stochastic calculus, we establish the existence of a selection

map continuous from a compact set of initial values contained in the space of quan-

tum stochastic processes into the locally convex space of adapted weakly absolutely

continuous quantum stochastic processes. In addition, as a corollary, we deduce that

the reachable set multifunction admits a continuous selection. This work, therefore,

complements our results in [4] where the set of the matrix elements of solutions and

the reachable set respectively admit continuous selections and some continuous rep-

resentations.

The proof of our main results here adapts the techniques employed in Cellina [1]

in a way that is suitable for the analysis of QSDI where the solutions live in certain

locally convex spaces. Our main tools in the construction of the selection are some

suitable use of Liapunov’s theorem on the range of vector measures (see [1, 15, 16])

and Ekhaguere’s existence result [11] for the solutions of QSDI (2.3). The result is a

generalization of Filippov’s extension of Gronwall’s inequalities to solutions of QSDI

(2.3).

The plan for the rest of the paper is as follows: In section 2, we present some

fundamental results, notations and assumptions. The main results of the paper are

reported in Section 3.

2. PRELIMINARY RESULTS AND ASSUMPTIONS

In what follows, we adopt the notations, formulation and the frameworks as

reported in [3, 4, 11, 12, 13]. Detailed definitions of various spaces that appear below

can be found in [11]. In the sequel, γ is a fixed Hilbert space, D is an inner product

space with R as its completion, and Γ(L2
γ(R+)) is the Boson Fock Space determined

by the function space L2
γ(R+). The set E is the subset of the Fock space generated by

the exponential vectors. If N is a topological space, then we denote by clos(N ) (resp.

comp(N )), the family of all nonempty closed subsets of N (resp. compact members

of clos(N )).

In our formulations, quantum stochastic processes are Ã-valued maps on [t0, T ].

The space Ã is the completion of the linear space

A = L+
W (D⊗E,R⊗ Γ(L2

γ(R+)))

endowed with the locally convex operator topology generated by the family of semi-

norms {x → ‖x‖ηξ = |〈η, xξ〉|, η, ξ ∈ D⊗E}. Here, A consists of linear operators

from D⊗E into R ⊗ Γ(L2
γ(R+)) with the property that the domain of the adjoint

operator contains D⊗E. We adopt the notation and the definitions of Hausdorff

topology on clos(Ã) as explained in [11]. The Hausdorff topology is determined by
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some family of pseudo-metrics. On the set C of complex numbers, we employ the met-

ric topology on clos(C) induced by the Hausdorff metric ρ. Thus for A, B,∈ clos(C),

ρ(A, B) is the Hausdorff distance between the sets and for arbitrary pair η, ξ ∈ D⊗E,

N ,M ∈ clos(Ã), ρηξ(N ,M) denotes pseudo-metrics as in [11, 12, 13].

A quantum stochastic process Φ : [t0, T ] → Ã will be said to be weakly continuous

on the interval I = [t0, T ] if for each pair η, ξ ∈ D⊗E, the map t → Φηξ(t) is

continuous. Here, Φηξ(t) := 〈η, Φ(t)ξ〉. We shall denote by C[I, Ã] the set of all

weakly continuous quantum stochastic processes on [t0, T ] and for each Φ ∈ C[I, Ã],

we set

(2.1) ‖Φηξ‖c := sup
I

|Φηξ(t)| = sup
I

‖Φ(t)‖ηξ.

By employing the symbol Ad(Ã)wc to denote the set of all adapted weakly continuous

stochastic processes, then we have the following set inclusion

Ad(Ã)wac ⊆ Ad(Ã)wc ⊆ C[I, Ã],

since all weakly absolutely continuous stochastic processes are weakly continuous.

As in [11], we denote by wac(Ã), the completion of Ad(Ã)wac in the topology

generated by the family of seminorms

(2.2) |Φ|ηξ = ‖Φ(t0)‖ηξ +

∫ T

t0

|
d

ds
〈η, Φ(s)ξ〉|ds

for each Φ ∈ Ad(Ã)wac and arbitrary η, ξ ∈ D⊗E.

The existence of the continuous selections which we study in this paper concerns

solution and the reachable sets of quantum stochastic differential inclusions in the

integral form given by:

X(t) ∈ a +

∫ t

0

(E(s, X(s))d ∧π (s) + F (s, X(s))dAf(s) + G(s, X(s))dA+
g (s)

+H(s, X(s))ds) , t ∈ [t0, T ],(2.3)

where the coefficients E, F, G, H are continuous and lie in the space L2
loc([t0, T ] ×

Ã))mvs, f, g ∈ L∞
γ,loc(R+), π ∈ L∞

B(γ),loc(R+). Here, B(γ) is the space of bounded

endomorphisms of γ and (t0, a) ∈ [t0, T ] × Ã is a fixed point.

For any pair of η, ξ ∈ D⊗E such that η = c⊗e(α), ξ = d⊗e(β), α, β ∈ L2
γ(R+),

c, d ∈ D, as in our previous works in [3, 4, 5, 6, 7], we shall in what follows, employ

the equivalent form of (2.3) as established in [11] given by the nonclassical ordinary

differential inclusion:

(2.4)
d

dt
〈η, X(t)ξ〉 ∈ P (t, X(t))(η, ξ), X(t0) = a, t ∈ [t0, T ].

The multivalued map P appearing in (2.4) is of the form

P (t, x)(η, ξ) = 〈η, Pαβ(t, x)ξ〉
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where the map Pαβ : [t0, T ] × Ã → 2Ã is given by

Pαβ(t, x) = µαβ(t)E(t, x) + νβ(t)F (t, x) + σα(t)G(t, x) + H(t, x).

The complex valued functions µαβ , νβ, σα : [t0, T ] → C are defined by

µαβ(t) = 〈α(t), π(t)β(t)〉γ, νβ(t) = 〈f(t), β(t)〉γ,

σα(t) = 〈α(t), g(t)〉γ, t ∈ [t0, T ]

for all (t, x) ∈ [0, T ] × Ã and the coefficients E, F, G, H belong to the space

L2
loc([t0, T ] × Ã)mvs of multivalued stochastic processes with closed values.

As explained in [11], the map P cannot in general be written in the form:

P (t, x)(η, ξ) = P̃ (t, 〈η, xξ〉)

for some complex valued multifunction P̃ defined on [t0, T ] × C, for t ∈ [t0, T ], x ∈

Ã, η, ξ ∈ D⊗E. Under the condition of compactness of the values of the map (t, x) →

P (t, x)(η, ξ) for arbitrary η, ξ ∈ D⊗E, we prove that the map which associates to the

initial point a ∈ Ã, the set of solutions S(T )(a) to (2.4) admits a continuous selection

from the space Ã to the completion (denoted by wac(Ã)) of the locally convex space

of adapted weakly absolutely continuous stochastic processes indexed by elements

of the interval [t0, T ]. In particular, we show that the map a → R(T )(a) admits a

continuous selection, where R(T )(a) is the reachable set at t = T of the QSDI (2.3).

To establish our main results, we need the notion of partition of unity subordinate

to any covering of a compact subset of Ã corresponding to an arbitrary pair of vectors

in E, the subspace of the Fock space generated by the exponential vectors. In what

follows, unless otherwise indicated, we consider quantum stochastic processes defined

on a simple Fock space. That is we shall take the initial space R = C so that

R⊗ Γ(L2
γ(R+)) ≡ Γ(L2

γ(R+)) and D⊗E ≡ E.

Definition 2.1. . Let A be a compact subset of the locally convex space Ã and let

{Ωi}i∈J be an open covering for A with a finite sub covering {Ωi, i = 1, 2, . . . , m}. A

family of functions {Πηξ,i(·)}, i = 1, 2, . . . , m corresponding to an arbitrary pair of

elements η, ξ ∈ E defined on A is called a Lipschitzian partition of unity subordinate

to the finite subcovering if:

(1) The map Πηξ,i(·) is Lipschitzian for all i = 1, 2, . . . , m. That is there exist constants

Lηξ > 0 such that for any pair a, a′ ∈ A,

|Πηξ,i(a) − Πηξ,i(a
′)| ≤ Lηξ‖a − a′‖ηξ.

(2) Πηξ,i(a) > 0 for a ∈ Ωi

⋂

A and Πηξ,i(a) = 0 for a ∈ A\Ωi.

(3) For each a ∈ A,
∑m

i=1 Πηξ,i(a) = 1.
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Lemma 2.2. . Let A be a compact subset of the space Ã. Then, there exists a family

of Lipschitzian partitions of unity subordinate to any finite subcovering of an open

covering for the set A.

Proof. We outline the proof as follows: Let {Ωi}, i = 1, 2, . . . , m be a finite open

subcovering of an open covering {Ωi}i∈J of A. First we claim that the map qηξ : Ã →

R+ defined by

qηξ(x) = dηξ(x, Q), Q ∈ clos(Ã),

satisfies for any pair x1, x2 ∈ Ã,

(2.5) |qηξ(x1) − qηξ(x2)| ≤ ‖x1 − x2‖ηξ.

Inequality (2.5) can be established as follows: Let ǫ > 0 be given. Since dηξ(x, Q) =

infy∈Q ‖x − y‖ηξ, then there exists y1 ∈ Q satisfying

‖x1 − y1‖ηξ ≤ dηξ(x1, Q) + ǫ.

Hence,

dηξ(x2, Q) ≤ ‖x2 − y1‖ηξ

≤ ‖x2 − x1‖ηξ + ‖x1 − y1‖ηξ

≤ ‖x2 − x1‖ηξ + dηξ(x1, Q) + ǫ.

Interchanging x1 and x2, we have

|dηξ(x1, Q) − dηξ(x2, Q)| ≤ ‖x1 − x2‖ηξ + ǫ.

Inequality (2.5) follows since ǫ is arbitrary.

For i = 1, 2, . . . , m, define the family of functions qηξ,i : A → R+ by

qηξ,i(a) = dηξ(a, A\Ωi)

and functions Πηξ,i : A → R+ defined by

(2.6) Πηξ,i(a) =
qηξ,i(a)

∑m

j=1 qηξ,j(a)

For at least one j ∈ {1, 2, . . . , m}, a ∈ Ωj . Hence,
∑m

j=1 qηξ,j(a) > 0. Also, by

the definition of the seminorm ‖ · ‖ηξ and the properties of the exponential vectors

η, ξ ∈ E, the value ‖x‖ηξ can never be zero when x is not a zero process. This

follows from the fact that for any pair of exponential vectors η, ξ ∈ E such that

η = e(α), ξ = e(β), α, β ∈ L2
γ(R+), we have 〈e(α), e(β)〉 = e〈α,β〉 (see [6] for some

details). Consequently, (2.6) is well defined. The rest of the proof follows a similar

argument as in the proof of Lemma 2.1 in [4]. This shows that {Πηξ,i(·)}m
i=1 is a family

of Lipschitzian partition of unity subordinate to the covering.
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In the proof of our main results, we shall make use of the following maps that

are associated with the family Πηξ,i(·)) given by (2.6). Define the maps

(2.7) σηξ(i, a) =
∑

1≤j≤i

Πηξ,j(a), a ∈ A, i ∈ {1, 2, . . . , m}.

Definition 2.3: Let ǫ > 0 be fixed. Then the common modulus of continuity Θηξ(ǫ)

depending on the pair η, ξ ∈ E, of the map a → σηξ(i, a) is defined by:

(2.8) Θηξ(ǫ) = sup{|σηξ(i, a)−σηξ(i, a
′)| : a, a′ ∈ A, ‖a−a′‖ηξ ≤ ǫ, i = 1, 2, . . . , m}.

Remarks: As in the case of the modulus of continuity of real valued functions defined

on the real line, (see [21, p. 2], for example), the modulus of continuity Θηξ(ǫ) defined

by (2.8) satisfies the following inequalities as consequences of the definition. That is,

Θηξ(ǫ) ≤ Θηξ(ǫ
′), whenever ǫ ≤ ǫ′

and

(2.9) Θηξ(λǫ) ≤ (1 + λ)Θηξ(ǫ), for any positive number λ.

These follow directly from (2.8).

In what follows, we shall employ the space of complex valued sesquilinear forms

on (D⊗E)2 denoted by Sesq(D⊗E) and assume that the multivalued map (t, x) →

P (t, x)(η, ξ) appearing in Equation (2.4) satisfies the following conditions:

S(a). P : Ω ⊆ [t0, T ] × Ã → 2Sesq(D⊗E) defined on an open subset Ω ⊆ [t0, T ] × Ã

bounded on Ω by constants Mηξ that depend on η, ξ, i.e

|P (t, x)(η, ξ)| ≤ Mηξ, (t, x) ∈ Ω, η, ξ ∈ D⊗E.

S(b). The map t → P (t, x)(η, ξ) is measurable for fixed x ∈ Ã and for all η, ξ ∈ D⊗E.

S(c). The map (t, x) → P (t, x)(η, ξ) is Lipschitzian with Lipschitz function Kηξ(t)

lying in L1
loc([t0, T ]), i.e. for x, y ∈ Ã

ρ(P (t, x)(η, ξ), P (t, y)(η, ξ)) ≤ Kηξ(t)‖x − y‖ηξ.

S(d). The set P (t, x)(η, ξ) is compact in C, the field of complex numbers, for all

(t, x) ∈ Ω, η, ξ ∈ D⊗E.

S(e). There exists a compact set A ⊆ Ã such that ∀η, ξ ∈ D⊗E, the set

{(t, a + v(t − t0) : a ∈ A, v ∈ Ã such that ‖v‖ηξ ≤ Mηξ, t ∈ [t0, T ]} ⊆ Ω.

Moreover, we set

(2.10) Yηξ(t) =

∫ t

t0

Kηξ(s)ds.

We shall assume that the interval I = [t0, T ] satisfies the following:

(2.11) Ληξ = 3(eYηξ−Yηξ(s) − 1) < 1; ∀ η, ξ ∈ D⊗E,
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where

Yηξ =

∫ T

t0

Kηξ(s)ds.

In what follows, we set

Γηξ =

∫ T

t0

eYηξ−Yηξ(s)ds.

3. ESTABLISHMENT OF THE SELECTION MAP

By a solution of QSDI (2.3) we mean a quantum stochastic process Φ : [t0, T ] → Ã

lying in Ad(Ã)wac

⋂

L2
loc(Ã) satisfying QSDI (2.3). We denote by S(T )(a), the set of

solutions of Lipschitzian QSDI (2.3). It has been established in [11] that under the

conditions S(a)−S(e), this set is not empty. Similar existence result under a general

Lipschitz condition has recently been established in [3]. Our main result below shows

that there exists a continuous map Φ̃ : A → wac(Ã) such that for each a ∈ A,

Φ̃(a) ∈ S(T )(a) ⊆ wac(Ã).

Theorem 3.1. Suppose that the map (t, x) → P (t, x)(η, ξ) satisfies the assumptions

S(a)–S(e). Then there exists a continuous map Φ̃ : A → wac(Ã) such that for every

a ∈ A, Φ̃(a) is a solution to the QSDI (2.4).

Proof. The proof shall be presented in six parts in what follows. The pair of elements

η, ξ ∈ E are arbitrary unless otherwise indicated. We note here that it would be

enough for us to establish the existence of the continuous selection by establishing

appropriate estimates in the seminorms that generate the topology of the spaces Ã

and wac(Ã). A justification for this can be found in [23, p. 5].

Part A: We claim that there exists two sequences of adapted stochastic processes

Φn(a), Ψn(a) : [t0, T ] → Ã such that

(i) Ψn(a) ∈ S(T )(a); Φn(a) is adapted weakly absolutely continuous

such that Φn(a)(t0) = a. Setting Φn
ηξ(a)(t) := 〈η, (Φn(a)(t))ξ〉, then,

(ii) ‖Φn
ηξ(a) − Ψn

ηξ(a)‖c = supI |〈η, (Φn(a)(t))ξ〉 − 〈η, (Ψn(a)(t))ξ〉| ≤ MηξΓηξΛ
n−1
ηξ .

(iii) For every ǫ > 0, there exists δ(ǫ) = δ(ǫ, n, η, ξ) > 0 and a function Rn
ηξ(a, ǫ) :

I → R+ satisfying

(3.1)

∫

I

Rn
ηξ(a, ǫ)(s)ds ≤ 2Mηξǫ

such that

|
d

dt
〈η, (Φn(a)(t))ξ〉 −

d

dt
〈η, (Φn(a′)(t))ξ〉| ≤ Rn

ηξ(a, ǫ)(t)

whenever ‖a − a′‖ηξ ≤ δ(ǫ).

(iv) |
d

dt
〈η, (Φn(a)(t))ξ〉 −

d

dt
〈η, (Ψn(a)(t))ξ〉| ≤ 3MηξΓηξΛ

n−2
ηξ Kηξ(t)e

Yηξ(t), n ≥ 2.

(v) |Φn(a) − Φn−1(a)|ηξ ≤ 3MηξΓηξΛ
n−1
ηξ , n ≥ 3.
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Part B: We apply mathematical induction as follows: Set Φ1(a) = a. Then

trivially, Φ1(a) lies in Ad(Ã)wac. Also by the boundedness of the map P ,

d

(

d

dt
〈η, (Φ1(a)(t))ξ〉, P (t, Φ1(t))(η, ξ)

)

= d(0, P (t, a)(η, ξ)) ≤ Mηξ.

By the existence results of Ekhaguere [11], there exists Ψ1(a) ∈ S(T )(a) such that

∀t ∈ [t0, T ],

‖Φ1(a)(t) − Ψ1(a)(t)‖ηξ ≤

∫ t

t0

e(Yηξ(t)−Yηξ(s))Mηξds ≤ MηξΓηξ.

The above shows that Φ1, Ψ1 satisfy items (i), (ii) in Part A, with n=1. Item (iii)

also holds by putting R1
ηξ(a, ǫ) = 0 for n=1.

Assume that we have defined Φν(a) and Ψν(a) satisfying items (i) – (iii), for ν =

1, 2, . . . , n − 1. We claim that we can define Φn(a) and Ψn(a) satisfying items (i) –

(iv) for n ≥ 2.

Part C: For notational simplification, we will denote Φn−1 by Φ and Ψn−1 by Ψ.

The map Φηξ : A → C[I, C], a → Φηξ(a) is uniformly continuous on account of our

assumption in Part A above. This can be shown as follows:

Let r > 0 be a real number satisfying r ≤ δ(ΓηξΛ
n−1
ηξ ), where δ is defined in Part

A, item (iii) above. Then a′, a′′ lying in the set B[a, r] = {x ∈ Ã : ‖x − a‖κϑ ≤

r, ∀κ, ϑ ∈ D⊗E} implies that ‖a − a′‖ηξ ≤ r ≤ δ and ‖a − a′′‖ηξ ≤ r ≤ δ.

By item (iii), Part A,

|
d

dt
〈η, (Φ(a)(t))ξ〉 −

d

dt
〈η, (Φ(a′(t))ξ〉| ≤ Rn−1

ηξ (a, ǫ)(t)

and

|
d

dt
〈η, (Φ(a)(t))ξ〉 −

d

dt
〈η, (Φ(a′′(t))ξ〉| ≤ Rn−1

ηξ (a, ǫ)(t)

so that

(3.2) |
d

dt
〈η, (Φ(a′)(t))ξ〉 −

d

dt
〈η, (Φ(a′′(t))ξ〉| ≤ 2Rn−1

ηξ (a, ǫ)(t).

But by the absolute continuity of the map t → (〈η, Φ(a′)(t)ξ〉 − 〈η, Φ(a′′)(t)ξ〉), we

have

|〈η, (Φ(a′)(t))ξ〉 − 〈η, (Φ(a′′(t))ξ〉|

= |

∫

I

d

ds
(〈η, (Φ(a′)(s))ξ〉 − 〈η, (Φ(a′′(s))ξ〉) ds|(3.3)

Hence from (3.3) and using (3.1)

|〈η, Φ(a′)(t)ξ〉 − 〈η, Φ(a′′)(t)ξ〉| ≤ 2

∫

I

Rn−1
ηξ (a, ǫ)(s)ds ≤ 4Mηξǫ.

If r ≤ 1
3
MηξΓηξΛ

n−2
ηξ , then ‖a′ − a′′‖ηξ ≤ 2r ≤ 2

3
MηξΓηξΛ

n−2
ηξ , implies that

‖Φ(a′)(t) − Φ(a′′)(t)‖ηξ ≤
1

3
MηξΓηξΛ

n−2
ηξ ,
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where ǫ is small enough so that

ǫ ≤
1

12
ΓηξΛ

n−1
ηξ ≤

1

12
ΓηξΛ

n−2
ηξ .

Consequently, we have for a′, a′′ ∈ B[a, r]

‖Φηξ(a
′) − Φηξ(a

′′)‖c ≤
1

3
MηξΓηξΛ

n−2
ηξ .

Our claim of uniform continuity of the map a → Φηξ(a) follows.

Let {B(ai, r), i = 1, 2, . . . , m} be a finite open cover of the compact set A, ai ∈

A ∀i and Πηξ,i : A → R+, a partition of unity subordinate to the cover. Here

B(a, r) = {x ∈ Ã : ‖x − a‖κϑ < r, ∀κ, ϑ ∈ D⊗E}

and
m

∑

i=1

Πηξ,i(a) = 1, Πηξ,i(a) > 0, ∀a ∈ A
⋂

B(ai, r).

The existence of such family of Lipschitzian partition of unity follows from Lemma 2.2.

Next, we define

σηξ(j, a) =
∑

1≤i≤j

Πηξ,i(a) and Ψi(t) = Ψ(ai)(t).

Let δ > 0 be such that T−t0
δ

= m′, an integer and δ < 1
12

ΓηξΛ
n−2
ηξ .

The subintervals

J(j) = [t0 + (j − 1)δ, t0 + jδ), j = 1, 2, . . . , m′

form a partition of the interval I = [t0, T ]. Corresponding to an arbitrary pair of

elements η, ξ ∈ E, we consider the family of complex valued maps on [t0, T ]) defined

by:

(3.4) Dηξ,i,j(t) =
d

dt
〈η, Ψi(t)ξ〉IJ(j)(t), i = 1, 2 . . . , m; j = 1, 2, . . . , m′,

where IJ(j) is the characteristic function on the set J(j). For α ∈ [0, 1], let {B(α)}

be a nested family of measurable subsets of the interval [t0, T ] such that B(0) =

∅, B(1) = [t0, T ] satisfying

(3.5)

∫

B(α)

Dηξ,i,j(t)dt = α

∫ T

t0

Dηξ,i,j(t)dt, µ(B(α)) = α(T − t0).

Such a family exists by a Corollary to Liapunov’s theorem (see [1, 15]).

Since Ψi ∈ S(T )(ai) then as shown in [11], there exists processes Vi : I → Ã lying

in L1
loc(Ã) such that Ψi(t) = ai +

∫ t

t0
Vi(s)ds and

d

dt
〈η, Ψi(t)ξ〉 = 〈η, Vi(t)ξ〉.

It follows from (3.4) that

Dηξ,i,j(t) = 〈η, Vi(t)IJ(j)(t)ξ〉, i = 1, 2, . . . , m; j = 1, 2, . . . , m′.
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Hence by (3.5) and putting

Vi,j(t) = Vi(t)IJ(j)(t), i = 1, 2, . . . , m, j = 1, 2, . . . , m′,

we have

(3.6)

∫

B(α)

Vi,j(t)dt = α

∫ T

t0

Vi,j(t)dt.

Next we define the stochastic process Φn(a) : [t0, T ] → Ã by

(3.7) Φn(a)(t) = a +
∑

i

∫ t

t0

Vi(s)IB(σηξ(i,a))\B(σηξ (i−1,a))(s)ds,

with its matrix element given by

〈η, (Φn(a)(t))ξ〉 = 〈η, aξ〉+
∑

i

∫ t

t0

〈η, (Vi(s))ξ〉IB(σηξ(i,a))\B(σηξ (i−1,a))(s)ds.

We remark that the process Φn(a) given by (3.7) lies in wac(Ã) since each Vi ∈ L1
loc(Ã)

and in addition, Φn(a) is an adapted and weakly absolutely continuous process.

To show that Φn(a) satisfies item (iii) of Part A, we note that as in the proof

of the only Theorem in [1], d
dt
〈η, Φn(a)ξ〉 and d

dt
〈η, Φn(a′)ξ〉 differ only on the subset

E ′ ⊂ [t0, T ] given by

E ′ =

m
⋃

i=1

{(B(σηξ(i, a))\B(σηξ(i − 1, a)))△(B(σηξ(i, a
′))\B(σηξ(i − 1, a′)))}

and that

(3.8) E ′ ⊂
m
⋃

i=1

{B(σηξ(i, a))△B(σηξ(i, a
′))},

where for any two subsets S, B of [t0, T ], S△B := (S ∪ B)\(S ∩ B).

As in [1], we fix ǫ > 0 and let Θηξ = Θηξ(ǫ) be the common modulus of continuity

of the map a → σηξ(i, a), given by (2.8). Then, whenever ‖a − a′‖ηξ < Θηξ(
ǫ

2m
), the

superset in (3.8) is contained in the set

(3.9) E ′′(a, ǫ) =

m
⋃

i=1

{B(σηξ(i, a) +
ǫ

2m
)\B(σηξ(i, a) −

ǫ

2m
)}

and the total measure of E ′′(a, ǫ) is bounded by ǫ or

(3.10)

∫

I

IE′′(a,ǫ) < ǫ.

The foregoing assertion follows from the fact that if

‖a − a′‖ηξ < Θηξ(
ǫ

2m
),

then

|σηξ(i, a) − σηξ(i, a
′)| ≤ Θηξ

(

Θηξ(
ǫ

2m
)
)

≤ Θηξ (Θηξ(ǫ)) .
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Since Θηξ(ǫ) is positive and finite, we can write Θηξ(ǫ) = ληξǫ for some ληξ > 0. Then,

by (2.9),

|σηξ(i, a) − σηξ(i, a
′)| ≤ (1 + ληξ)ληξǫ =

ǫ

2m
.

Thus,

(3.11) |σηξ(i, a) − σηξ(i, a
′)| ≤

ǫ

2m
,

for some positive number ληξ satisfying the algebraic equation

λ2
ηξ + ληξ −

1

2m
= 0.

The claim follows by employing (3.11) and the property of the nested family of sets

{B(·)}.

Consequently we have

|
d

dt
〈η, Φn(a)(t)ξ〉 −

d

dt
〈η, Φn(a′)(t)ξ〉| ≤ 2MηξIE′′(a,ǫ)(t)

so that item (iii) in Part A follows with

δ(ǫ) = Θηξ(
ǫ

2m
) and Rn

ηξ(a, ǫ)(t) = 2MηξIE′′(a,ǫ)(t).

Part D: We estimate here the pseudo-distance of Φn(a) from the set of solution

S(T )(a). To this end, let t ∈ [t0 + rδ, t0 + (r + 1)δ)). At the point t = t0 + rδ, the

integral in (3.7) can be written as

∑

i

∫ t0+rδ

t0

Vi(s)IB(σηξ(i,a))\B(σηξ (i−1,a))ds

=
∑

i

∑

l≤r

∫

Vi(s)IB(σηξ(i,a))\B(σηξ (i−1,a))IJ(l)(s)ds

=
∑

i

∑

l≤r

∫

Vi,l(s)IB(σηξ(i,a))\B(σηξ (i−1,a))(s)ds

=
∑

i

∑

l≤r

∫

B(σηξ(i,a))\B(σηξ (i−1,a))

Vi,l(s)ds

=
∑

l≤r

∑

i

Πηξ,i(a)

∫

I

Vi,l(s)ds,

=
∑

i

∑

l≤r

Πηξ,i(a){Ψi(t0 + lδ) − Ψi(t0 + (l − 1)δ)}

=
∑

i

Πηξ,i(a){Ψi(t0 + rδ) − Ψi(t0)}.

This follows from (3.6) and the definition of σηξ(·, ·).

Hence, we have

Φn(a)(t0 + rδ) − a =
∑

i

Πηξ,i(a)(Ψi(t0 + rδ) − ai)
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For any j ∈ {1, 2, . . . , m}, we can write

‖Φn(a)(t) − Ψj(t)‖ηξ ≤ ‖Φn(a)(t0 + rδ) − Ψj(t0 + rδ)‖ηξ

+ ‖Φn(a)(t0 + rδ) − Φn(a)(t)‖ηξ + ‖Ψj(t) − Ψj(t0 + rδ)‖ηξ(3.12)

Since

|
d

dt
< η, Φn(a)(t)ξ > | ≤ Mηξ

and

|
d

dt
< η, Ψj(t)ξ > | ≤ Mηξ,

by our choice of δ, the sum of the last two terms in (3.12) is bounded by 1
3
MηξΓηξΛ

n−2
ηξ .

Hence, from (3.12)

‖Φn(a)(t) − Ψj(t)‖ηξ ≤ ‖a −
∑

i

Πηξ,i(a)ai‖ηξ

+ ‖
∑

i

Πηξ,i(a) (Ψi(t0 + rδ) − Ψj(t0 + rδ)) ‖ηξ +
1

3
MηξΓηξΛ

n−2
ηξ .(3.13)

By our choice of r in Part C, whenever Πηξ,i(a) > 0, then

‖a − ai‖ηξ ≤
1

3
MηξΓηξΛ

n−2
ηξ .

This estimate also holds for the first term at the right hand side of (3.13). Further-

more,

‖Ψi(t0 + rδ) − Ψj(t0 + rδ)‖ηξ

≤ ‖Ψi(t0 + rδ) − Φ(ai)(t0 + rδ)‖ηξ + ‖Φ(ai)(t0 + rδ) − Φ(aj)(t0 + rδ)‖ηξ

+ ‖Φ(aj)(t0 + rδ) − Ψj(t0 + rδ)‖ηξ.(3.14)

When both Πηξ,i(a) > 0 and Πηξ,j(a) > 0 and by the choice of r, the second term on

the right of (3.14) satisfies

(3.15) ‖Φ(ai)(t0 + rδ) − Φ(aj)(t0 + rδ)‖ηξ ≤
1

3
MηξΓηξΛ

n−2
ηξ ,

so that by item (ii) in Part A and the recursive assumption, we finally have

(3.16) ‖Φn(a)(t) − Ψj(t)‖ηξ ≤ 3MηξΓηξΛ
n−2
ηξ ,

Equation (3.16) holds for every j such that Πηξ,j(a) > 0. By the definition of Φn(a)(t)

given by (3.7), at any point t except on a set of measure zero in I,

d

dt
〈η, Φn(a)(t)ξ〉 =

d

dt
〈η, Ψj(t)ξ〉

for some j such that Πηξ,j(a) > 0.

Since Ψj ∈ S(T )(aj), then

d

dt
〈η, Ψj(t)ξ〉 ∈ P (t, Ψj(t))(η, ξ)
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and therefore we have

d

(

d

dt
〈η, Φn(a)(t)ξ〉, P (t, Φn(a)(t))(η, ξ)

)

≤ ρ (P (t, Ψj(t))(η, ξ), P (t, Φn(a)(t))(η, ξ))

≤ Kηξ(t)‖Ψj(t) − Φn(a)(t)‖ηξ

≤ 3MηξΓηξΛ
n−2
ηξ Kηξ(t)(3.17)

on account of (3.16) and the fact that the map (t, x) → P (t, x)(η, ξ) is Lipschitzian.

We notice that estimate (3.17) is independent of j and therefore holds on I = [t0, T ].

Again by the existence result in [11], there exists a stochastic process Ψn(a) ∈ S(T )(a)

such that

(3.18) ‖Ψn(a)(t) − Φn(a)(t)‖ηξ ≤ 3MηξΓηξΛ
n−2
ηξ (eYηξ(t) − 1) ≤ MηξΓηξΛ

n−1
ηξ ,

and

(3.19) |
d

dt
〈η, Ψn(a)(t)ξ〉 −

d

dt
〈η, Φn(a)(t)ξ〉| ≤ 3MηξΓηξΛ

n−2
ηξ Kηξ(t)e

Yηξ(t).

Inequalities (3.18) and (3.19) prove items (ii) and (iv) in Part A for all n ≥ 2.

Part E: It is now left for us to show that if items (i)–(iv) hold up to n− 1, then

item (v) holds for n. We use the same notations as before to fix any t and let j be

such that
d

dt
〈η, Φn(a)(t)ξ〉 =

d

dt
〈η, Ψj(t)ξ〉

so that Πηξ,j(a) > 0. Then we have

|
d

dt
〈η, Φn(a)(t)ξ〉 −

d

dt
〈η, Φn−1(a)(t)ξ〉| = |

d

dt
〈η, Ψj(t)ξ〉 −

d

dt
〈η, Φ(a)(t)ξ〉|

≤ |
d

dt
〈η, Ψj(t)ξ〉 −

d

dt
〈η, Φ(aj)(t)ξ〉|

+ |
d

dt
〈η, Φ(aj)(t)ξ〉 −

d

dt
〈η, Φ(a)(t)ξ〉|(3.20)

By item (iv), the first term in (3.20) is bounded by 3MηξΓηξΛ
n−2
ηξ Kηξ(t)e

Yηξ(t) while

by the choice of r, and applying item (iii), the second term in (3.20) is bounded by

the functions Rn−1
ηξ (a, ΓηξΛ

n−1
ηξ ) : I → R+ satisfying the conditions of item (iii). These

bounds do not depend on j and so hold on the whole of interval I.

Since
∫

I

Rn−1
ηξ (a, ǫ)(t)dt < 2Mηξǫ,

we have

|Φn(a) − Φn−1(a)|ηξ =

∫

I

|
d

dt
〈η, (Φn(a)(t) − Φn−1(a)(t))ξ〉|dt

≤ 3

∫

I

MηξΓηξΛ
n−2
ηξ Kηξ(t)e

Yηξ(t)dt +

∫

I

Rn−1
ηξ (a, ΓηξΛ

n−1
ηξ )(t)dt

≤ MηξΓηξΛ
n−1
ηξ + 2MηξΓηξΛ

n−1
ηξ ,

proving item (v).
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Part F: By item (iii) in Part A, we have

|Φn(a) − Φn(a′)|ηξ = ‖a − a′‖ηξ +

∫ T

t0

d

dt
|〈η, Φn(a)(t)ξ〉 − 〈η, Φn(a′)(t)ξ〉|dt

≤ δ(ǫ) + 2Mηξǫ.

This shows that each map Φn : A → wac(Ã) is uniformly continuous. Since Ληξ < 1

for arbitrary pair η, ξ ∈ D⊗E, item (v) shows that the sequence {Φn(a)} is Cauchy.

Since wac(Ã) is complete, the sequence converges to a continuous map Φ̃ : A →

wac(Ã).

By construction, the sequence { d
dt
〈η, Φn(a)(t)ξ〉} converges in L1[I] to d

dt
〈η, Φ̃(a)(t)ξ〉.

Hence, a subsequence converges to d
dt
〈η, Φ̃(a)(t)ξ〉 pointwise almost everywhere.

By item (iv),

d

(

d

dt
〈η, Φn(a)(t)ξ〉, P (t, Φn(a)(t))(η, ξ)

)

→ 0 as n → ∞.

Since the images P (t, x)(η, ξ) are compact in the field of complex numbers, and there-

fore closed and since the map (t, x) → P (t, x)(η, ξ) is continuous, then we have:

d

dt
〈η, Φ̃(a)(t)ξ〉 ∈ P (t, Φ̃(a)(t))(η, ξ)

showing that

Φ̃(a) ∈ S(T )(a) ⊆ wac(Ã).

The next result is a direct consequence of Theorem 3.1 concerning the reachable

sets of QSDI (2.3) at the time t = T defined by:

(3.21) R(T )(a) = {Ψ(a)(T ) : Ψ(a) ∈ S(T )(a)} ⊆ Ã.

Corollary 3.2. The multivalued map R(T ) : A → 2Ã admits a continuous selection

where R(T )(a) is given by (3.21).

Proof. We define a continuous map h : wac(Ã) → Ã by

h(Φ(·)) = Φ(T ), Φ(·) ∈ wac(Ã).

Thus, by Theorem (3.1), the map h(Φ̃(a)(·)) = Φ̃(a)(T ) is continuous for each a ∈ A

and Φ̃(a)(T ) ∈ R(T )(a).

The conclusion of the corollary follows.
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1. INTRODUCTION

The role of generalized ordinary differential or Kurzweil equations in apply-
ing topological dynamics to the study of ordinary differential equations as well as
their semigroup properties outlined in Artstein [1] is an interesting motivation for
studying this class of equations associated with the weak forms of the Lipschitzian
quantum stochastic differential equations.

In the framework of the Hudson-Parthasarathy [13] formulations of quantum
stochastic calculus, existence,uniqueness and the equivalent forms of Lipschitzian
quantum stochastic differential equations have been established. In the formula-
tions of Ekhaguere [8], the equivalent form is a first order initial value ordinary
differential equation of a nonclassical type having a sesquilinear form - valued
map as the right hand side (see [2,3,4]).

We remark that the equivalent form of QSDEs facilitates the introduction and
study of the associated Kurzweil equations. This is accomplished in the framework
of the Kurzweil integral calculus (called the generalized Perron integral calculus
in the formulations of [18]). The results obtained here are generalizations of anal-
ogous results due to references [1,5,6,7,18] concerning classical initial value prob-
lems to the noncommutative quantum setting involving unbounded linear operators
on a Hilbert space.

Consequently, the technique of topological dynamics can be applied to QS-
DEs as outlined in [1] by embedding the equivalent forms of these equations in the
space of the associated Kurzweil equations when sufficient analytical properties
of these equations have been developed. This question as well as the applications
of this concept to quantum fields/systems will be addressed elsewhere.

Finally, since the construction of Kurzweil integrals is a simple extension of
the Riemann theory of integration based on Riemann type integral sums,we use
this fact to obtain discrete approximations of weak solutions of QSDEs using the
associated Kurzweil equations.

Our numerical experiments show that the approximation methods developed
in this paper are of a reasonably high level of accuracy than the Euler scheme
and some multistep schemes considered in [4]. Moreover, the methods here are
applicable to a wider class of equations than the considerations in [4] since we work
with pure Caratheodory conditions. The rest of the paper is organised as follows: In
section 2, we outline some of the concepts which feature in the subsquent analysis
including the Kurzweil integral and some of its properties that are of interest in
respect of noncummutative quantum stochastic processes.

The Kurzweil equations associated with quantum stochastic differential
equation and some results on approximation of matrix elements of solution of
the equation are established in section 3. Sections 4 and 5 contain the major results
of this paper. In section 4, we derive a necessary and sufficient condition for a
sesquilinear form-valued map to be Kurzweil integrable. We then show that the
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space of Kurzweil integrable sesquilinear form-valued maps contains sesquilinear
form-valued maps that satisfy the Caratheodory conditions. In section 5, we em-
ploy our results in the previous section to prove that the weak form of quantum
stochastic differential equation and its associated Kurzweil equation are equivalent.
We then employ our approximation results of section 3 to generate approximate
values of the weak solution of quantum stochastic differential equation formulated
in Kurzweil form in section 6. We present some numerical examples.

In what follows, as in [2,3,4,8,9,10] we employ the locally convex topological
state space Ã of noncommutative stochastic processes and we adopt the definitions
and notations of spaces Ad(Ã), Ad(Ã)wac, L p

loc(Ã), L∞
γ,loc(IR+), and the integrator

processes ∧π , A+
g , A f , for f, g ∈ L∞

γ,loc(IR+), π ∈ L∞
B(γ ),loc(IR+). For E, F, G, H

lying in L2
loc[Ã × I ], we consider the quantum stochastic differential equation in

integral form given by

X (t) = X0 +
∫ t

t0

(E(X (s), s)d ∧π (s) + F(X (s), s)d A f (s)

+ G(X (s), s)d A+
g (s) + H (X (s), s)ds), t ∈ I, (1.1)

where the integral in equation (1.1) is understood in the sense of Hudson and
Parthasarathy [13]. However, Ekhaguere [8] has shown that equation (1.1) is equiv-
alent to the following first order initial value nonclassical ordinary differential
equation

d

dt
〈η, X (t)ξ〉 = P(X (t), t)(η, ξ )

X (t0) = X0, t ∈ [t0, T ] (1.2)

As explained in [2,3,4,8–10], the map P appearing in equation (1.2) has the form

P(x, t)(η, ξ ) = (µE)(x, t)(η, ξ ) + (γ F)(x, t)(η, ξ ) + (σ G)(x, t)(η, ξ )

+ H (x, t)(η, ξ ) (1.3)

η, ξ ∈ ID⊗IE, (x, t) ∈ Ã × I where H (x, t)(η, ξ ) := 〈η, H (x, t)ξ〉.
The map P may sometimes be written in the form P(x, t)(η, ξ ) = 〈η,

Pαβ(x, t)ξ〉 where Pαβ : Ã × I −→ Ã is given by

Pαβ(x, t) = µαβ(t)E(x, t) + γβ(t)F(x, t) + σα(t)G(x, t) + H (x, t)

for (x, t) ∈ Ã × I .
Equation (1.2) is known to have a unique weakly absolutely continuous

adapted solution 
 : I → Ã for the Lipschitzian coefficients E, F, G, H .
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2. KURZWEIL INTEGRALS ASSOCIATED WITH QUANTUM
STOCHASTIC PROCESSES

Let η, ξ ∈ ID⊗IE be arbitrary. Assume that U : [t0, T ] × [t0, T ] → Ã is an
Ã-valued map of two variables τ, t ∈ [t0, T ]. We consider the family of complex
valued functions: U (τ, t)(η, ξ ) : = 〈η, U (τ, t)ξ〉 for arbitrary η, ξ ∈ ID⊗IE asso-

ciated with the map U . We shall use the notation
∫ T

t0
DU (τ, t)(η, ξ ) to denote the

Kurzweil integral of U (τ, t)(η, ξ ) in the sense and notations of Artstein [1] and
using the formulations of Schwabik [18] and write

S(U, D)(η, ξ ) =
k∑

j=1

[U (τ j , t j )(η, ξ ) − U (τ j , t j−1)(η, ξ )]

for the Riemann-Kurzweil sum corresponding to the function U (τ, t)(η, ξ ) and
partition D : t0 < τ1 < t1 < . . . . < tk = T of [t0, T ].

If f : [t0, T ] → Ã is a stochastic process, then for arbitrary η, ξ ∈ ID⊗IE,

we set U (τ, t)(η, ξ ) = (〈η, f (τ )ξ〉)t for τ, t ∈ [t0, T ] and therefore we have

S(U, D)(η, ξ ) =
k∑

j=1

[U (τ j , t j )(η, ξ ) − U (τ j , t j−1)(η, ξ )]

=
k∑

j=1

[〈η, f (τ j )ξ〉(t j − t j−1)]

representing the classical Riemann sum for the function fηξ (t) := 〈η, f (t)ξ〉 and
a given partition D of [t0, T ]. In this case, we write∫ T

t0

〈η, f (s)ξ〉ds =
∫ T

t0

D[ fηξ (τ ), t]

provided that the Kurzweil integral
∫ T

t0
DU (τ, t)(η, ξ ) exists in this case. Hence∫ T

t0

DU (τ, t)(η, ξ ) =
∫ T

t0

D[ fηξ (τ ), t] =
∫ T

t0

fηξ (s)ds. (2.1)

We remark that by Theorem (1.16) (Schwabik [18]) if U : [t0, T ] × [t0, T ] → CI
be such that U is Kurzweil integrable over [t0, T ], then for c ∈ [t0, T ], we have

lim
s→c

[ ∫ s

t0

DU (τ, t) − U (c, s) + U (c, c)

]
=

∫ c

t0

DU (τ, t) (2.2)

For several properties enjoyed by Kurzweil integrals and the existence of at least
one ∂-fine partition D of [t0, T ] for a given gauge ∂ , we refer to Chapter 1 and
Lemma (1.4) in Schwabik [18].
We now introduce the Kurzweil equations associated with equation (1.2).
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3. KURZWEIL EQUATIONS ASSOCIATED WITH QUANTUM
STOCHASTIC DIFFERENTIAL EQUATIONS

(i) Let the map P : Ã × [t0, T ] → sesq(ID⊗IE) be given by equation (1.3).
Then we refer to the equation

d

dτ
〈η, X (τ )ξ〉 = D P(X (τ ), t)(η, ξ ) (3.1)

as the Kurzweil equation associated with equation (1.2).
(ii) A map 
 : [t0, T ] → Ã is called a solution of equation (3.1) if

〈η, 
(s2)ξ〉 − 〈η, 
(s1)ξ〉 =
∫ s2

s1

D P(
(τ ), t)(η, ξ ) (3.2)

holds for every s1, s2 ∈ [t0, T ] identically.

The integral on the right hand side of equation (3.2) is the Kurzweil integral
introduced in section 2. Equation (3.1) is understood in integral form (3.2) via its
solution.

We have the following results as immediate consequences of our definitions.

Proposition 3.1. If a map 
 : [t0, T ] → Ã is a solution of the Kurzweil equation
(3.1) on [t0, T ], then for every u ∈ [t0, T ], we have

〈η, 
(s)ξ〉 = 〈η, 
(u)ξ〉 +
∫ s

u
D P(
(τ ), t)(η, ξ ), s ∈ [t0, T ] (3.3)

Conversely if a map 
 : [t0, T ] → Ã satisfies the integral equation (3.3) for some
u ∈ [t0, T ] and all s ∈ [t0, T ] then 
 is a solution of equation (3.1).

Proof: The first statement follows directly from the definition of a solution of
(3.1) when we put s1 = u and s2 = s. Conversely, if 
 : [t0, T ] → Ã satisfies
the integral equation (3.3) then by the additivity of the integral, equation (3.2)
follows.

Proposition 3.2. If 
 : [t0, T ] → Ã is a solution of equation (3.1) on [t0, T ]
then

lim
s→σ

[〈η, 
(s)ξ〉 − P(
(σ ), s)(η, ξ ) + P(
(σ ), σ )(η, ξ )]

= 〈η, 
(σ )ξ〉 (3.4)

Proof: Let σ ∈ [t0, T ] be fixed. Then by Proposition (3.1) we have

〈η, 
(s)ξ〉 −
∫ s

σ

D P(
(τ ), t)(η, ξ ) = 〈η, 
(σ )ξ〉
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therefore

〈η,
(s)ξ〉 − P(
(σ ),s)(η,ξ ) + P(
(σ ),σ )(η,ξ ) −
∫ s

σ

D P(
(τ ),t)(η,ξ )

+ P(
(σ ), s)(η, ξ ) − P(
(σ ), σ )(η, ξ ) − 〈η, 
(σ )ξ〉 = 0 (3.5)

for every s ∈ [t0, T ].

By equation (2.2)

lim
s→σ

[ ∫ s

σ

D P(
(τ ), t)(η, ξ ) − P(
(σ ), s)(η, ξ ) + P(
(σ ), σ )(η, ξ )

]
= 0

(3.6)

Equation (3.6) and (3.5) yield the existence of the limit given by

lim
s→σ

[〈η, 
(s)ξ〉 − P(
(σ ), s)(η, ξ ) + P(
(σ ), σ )(η, ξ ) − 〈η, 
(σ )ξ〉]

as well as the relation

lim
s→σ

[〈η, 
(s)ξ〉 − P(
(σ ), s)(η, ξ ) + P(
(σ ), σ )(η, ξ )

− 〈η, 
(σ )ξ〉] = 0

which gives (3.4).

Remark 3.3. By virtue of Proposition (3.2), the following approximation holds:-
If 
 : [t0, T ] → Ã is a solution of equation (3.1), then for every σ ∈ [t0, T ] and
for arbitrary η, ξ ∈ ID⊗IE, the matrix element

〈η, 
(s)ξ〉 ∼= 〈η, 
(σ )ξ〉 + P(
(σ ), s)(η, ξ ) − P(
(σ ), σ )(η, ξ ),

provided that s in [t0, T ] is sufficiently close to σ.

We now introduce a class of sesquilinear form - valued maps P : Ã × [t0, T ]
−→ sesq(ID⊗IE), which are Kurzweil integrable.

4. A CLASS OF KURZWEIL INTEGRABLE SESQUILINEAR
FORM - VALUED MAPS

In what follows, we adopt some notations and terminologies employed in
[18, Chapter 1]. For each η, ξ ∈ ID⊗IE , let hηξ : [t0, T ] → IR be a family of
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nondecreasing functions defined on [t0, T ] and W : [0, ∞) → IR be a continuous
and increasing function such that W (0) = 0. Then we say that the map P : Ã ×
[t0, T ] −→ sesq(ID⊗IE) belongs to the class IF(Ã × [t0, T ], hηξ , W ) for each
η, ξ ∈ ID⊗IE if for all x, y ∈ Ã, t1, t2 ∈ [t0, T ]

(i) |P(x, t2)(η, ξ ) − P(x, t1)(η, ξ )| ≤ |hηξ (t2) − hηξ (t1)| (4.1.)
(ii) |P(x, t2)(η, ξ ) − P(x, t1)(η, ξ ) − P(y, t2)(η, ξ ) + P(y, t1)(η, ξ )|

≤ W (‖x − y‖ηξ )|hηξ (t2) − hηξ (t1)| (4.2.)

We now present a number of results which are simple extensions of similar results
in Schwabik [18] to the present noncommutative quantum setting. The next Theo-
rem is an extension of the convergence results of Corollary 1.31 in [18]. The proof
follows exact arguments as in [18].

Theorem 4.1. Assume that the following conditions hold :

(i) the mapsU, Um : [t0, T ] × [t0, T ] → Ãare such that (τ, t) → Um(τ, t)
(η, ξ ) are real valued and Kurzweil integrable over [t0, T ] for each
η, ξ ∈ ID⊗IE, ∀ m = 1, 2, . . .

(ii) there is a gauge w on [t0, T ] such that for every ε > 0, there exists a
map p : [t0, T ] → IN and a family of positive superadditive interval
functions 
ηξ on [t0, T ] defined for closed intervals J ⊂ [t0, T ] with

ηξ ([t0, T ]) < ε such that for every τ ∈ [t0, T ]

|Um(τ, J )(η, ξ ) − U (τ, J )(η, ξ )| < 
ηξ (J )

provided that m > p(τ ), and (τ, J ) is an w-fine tagged interval with
τ ∈ J ⊆ [t0, T ].

(iii) there exist real valued Kurzweil integrable functions

Vηξ , Wηξ : [t0, T ] × [t0, T ] → IR

and a gauge θ on [t0, T ] such that for all m ∈ IN , τ ∈ [t0, T ],

Vηξ (τ, J ) ≤ Um(τ, J )(η, ξ ) ≤ Wηξ (τ, J ).

for any θ -fine interval (τ, J ), ∀ η, ξ ∈ ID⊗IE. Then the map
(τ, t) → U (τ, t))(η, ξ ) is Kurzweil integrable over [t0, T ] and that

lim
m→∞

∫ T

t0

DUm(τ, t)(τ, t)(η, ξ ) =
∫ T

t0

DU (τ, t)(η, ξ ).

The next Theorem concerns some fundamental properties of Kurzweil inte-
grals in the framework of [18].
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Theorem 4.2.

(i) Let U : [t0, T ] × [t0, T ] −→ Ã be such that (τ, t) → U (τ, t)(η, ξ ) is
Kurzweil integrable over [t0, c] for c ∈ [t0, T ] and that the limit

lim
c→T −

[ ∫ c

t0

DU (τ, t)(η, ξ ) − U (T, c)(η, ξ ) + U (T, T )(η, ξ )

]
= I.

(4.3)

exists for all η, ξ ∈ ID⊗IE . Then
∫ T

t0
DU (τ, t)(η, ξ ) exists and equals I.

(ii) Let U : [t0, T ] × [t0, T ] −→ Ã be such that (τ, t) → U (τ, t)(η, ξ )
is Kurzweil integrable over [c, T ] for every c ∈ (t0, T ] and that the limit

lim
c→t0+

[ ∫ T

c
DU (τ, t)(η, ξ ) + U (t0, c)(η, ξ ) − U (t0, t0)(η, ξ )

]
= I

(4.4)

exists for all η, ξ ∈ ID⊗IE . Then
∫ T

t0
DU (τ, t)(η, ξ ) exists and equals I .

(iii) Let U : [t0, T ] × [t0, T ] −→ Ã be such that (τ, t) → U (τ, t)(η, ξ ) is
Kurzweil integrable over [t0, T ]. Then for c ∈ [t0, T ]

lim
s→c

[ ∫ s

t0

DU (τ, t)(η, ξ ) − U (c, s)(η, ξ ) + U (c, c)(η, ξ )

]

=
∫ c

t0

DU (τ, t)(η, ξ ) (4.5)

for all η, ξ ∈ ID⊗IE .

Proof: The proofs are simple adaptation of arguements employed in Theorem 1.14,
Remark 1.15 and Theorem 1.16 in [18] to the present noncommutative quantum
setting.

Next, we present some results concerning the existence of the integral in-
volved in the definition of the solution of the Kurzweil equation (3.1).

Theorem 4.3. Assume that the map (x, t) → P(x, t)(η, ξ ) belongs to IF .(Ã ×
[t0, T ], hηξ , W ), and X : [a, b] → Ã, [a, b] ⊆ [t0, T ] is the limit of a sequence

{Xk}k∈IN of processes Xk : [a, b] → Ã such that
∫ b

a D P(Xk(τ ), t)(η, ξ ) exists for

every k ∈ IN . Then the integral
∫ b

a D P(X (τ ), t)(η, ξ ) exists and∫ b

a
D P(X (τ ), t)(η, ξ ) = lim

k→∞

∫ b

a
D P(Xk(τ ), t)(η, ξ )
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Proof: Since the complex field CI ∼= IR2, we assume without any lost of generality
that the map P(X (τ ), t)(η, ξ ) is real valued. Let ε > 0 be given, then by (4.2), we
have

|P(Xk(τ ), t2)(η, ξ ) − P(Xk(τ ), t1)(η, ξ ) − P(X (τ ), t2)(η, ξ )

+ P(X (τ ), t1)(η, ξ )| ≤ W (‖Xk(τ ) − X (τ )‖ηξ )|hηξ (t2) − hηξ (t1)| (4.6)

for every τ ∈ [a, b], t1 < τ < t2, and [t1, t2] ⊂ [a, b].
If we set

Uηξ (t) = ε

hηξ (b) − hηξ (a) + 1
hηξ (t),

for t ∈ [a, b] then the function Uηξ : [a, b] −→ IR is nondecreasing and

(Uηξ (b) − Uηξ (a)) < ε.

Since limk→∞ Xk(τ ) = X (τ ) in Ã for every τ ∈ [a, b] and the function W is
continuous at 0, then there is a p = p(τ ) ∈ IN such that for k > p(τ ),

W (‖Xk(τ ) − X (τ )‖ηξ ) ≤ ε

hηξ (b) − hηξ (a) + 1

i.e. for k ≥ p(τ ), the inequality (4.2) can be written as

|P(Xk(τ ), t2)(η, ξ ) − P(Xk(τ ), t1)(η, ξ ) − P(X (τ ), t2)(η, ξ )

+ P(X (τ ), t1)(η, ξ ) ≤ Uηξ (t2) − Uηξ (t1)

By inequality (4.1)

|P(Xk(τ ), t2)(η, ξ ) − P(Xk(τ ), t1)(η, ξ )| ≤ |hηξ (t2) − hηξ (t1)|
for every t ∈ [a, b], k ∈ IN , t1 ≤ τ ≤ t2 and [t1, t2] ⊆ [a, b].
Hence the last inequality implies that

−hηξ (t2) + hηξ (t1) ≤ P(Xk(τ ), t2)(η, ξ ) − P(Xk(τ ), t1)(η, ξ )

≤ hηξ (t2) − hηξ (t1)

but the integrals∫ b

a
D(hηξ (t)) = hηξ (b) − hηξ (a)

and ∫ b

a
D(−hηξ (t)) = hηξ (a) − hηξ (b)

exist. We conclude that the integral
∫ b

a D P(X (τ ), t)(η, ξ ) exists and the conclusion
of the theorem holds by Theorem (4.1) above .
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Theorem 4.4. Assume that the map (x, t) → P(x, t)(η, ξ ) belongs to IF(Ã ×
[t0, T ], hηξ , W ) and that X : [a, b] −→ Ã is the limit of a sequence of simple pro-

cesses. Then the integral
∫ b

a D P(X (τ ), t)(η, ξ ) exists for arbitrary η, ξ ∈ ID⊗IE.

Proof: By Theorem (4.3), it is sufficient to prove that the integral
∫ b

a D P(φ(τ ), t)
(η, ξ ) exists for every simple processes φ : [a, b] → Ã. If φ is a simple process
then there is a partition a = s0 < s1 < s2 < · · · < sk = b of [a, b] such that φ(s) =
c j ∈ Ã for s ∈ (s j−1, s j ), j = 1, 2, . . . , k where c j , j = 1, . . . , k are finite number
of elements of Ã.

By the definition of the Kurzweil integral, if s j−1 < σ1 < σ2 < σ j , then we
have the existence of the integral∫ σ2

σ1
D P(φ(τ ), t)(η, ξ ) = P(c j , σ2)(η, ξ ) − P(c j , σ1)(η, ξ )

Assume that σ0 ∈ (s j−1, s j ) is given, we have

lim
s→s j−1+

[ ∫ σ0

s
D P(φ(τ ), t)(η, ξ ) + P(φ(s j−1), s)(η, ξ )

− P(φ(s j−1), s j−1)(η, ξ )

]
= lim

s→s j−1+
[P(c j , σ0)(η, ξ )

− P(c j , s)(η, ξ ) + P(φ(s j−1), s)(η, ξ ) − P(φ(s j−1), s j−1)(η, ξ )]

= P(c j , σ0)(η, ξ ) − P(c j , s j−1+)(η, ξ ) + P(φ(s j−1), s j−1+)(η, ξ )

− P(φ(s j−1), s j−1)(η, ξ ) (4.7)

Hence by Theorem (4.2) (ii), the integral
∫ σ0

s j−1
D P(φ(τ ), t)(η, ξ ) exists and

equals the computed limit given by (4.7). Similarly, it can be shown that the integral∫ s j

σ0
D P(φ(τ ), t)(η, ξ ) exists and the following equality holds.

∫ s j

σ0

D P(φ(τ ), t)(η, ξ ) = P(c j , s j−)(η, ξ ) − P(c j , σ0)(η, ξ )

− P(φ(s j ), s j−)(η, ξ ) + P(φ(s j ), s j )(η, ξ ) (4.8)

by Theorem (4.2)(i).
Hence by additivity of the integral, we obtain∫ s j

s j−1

D P(φ(τ ), t)(η, ξ )

=
∫ σ0

s j−1

D P(φ(τ ), t)(η, ξ ) +
∫ s j

σ0

D P(φ(τ ), t)(η, ξ )



ORDER                        REPRINTS

LIPSCHITZIAN QSDEs AND KURZWEIL EQUATIONS 591

which equals the sum of expressions in (4.7) and (4.8) over the subinterval [s j−1, s j ]
of the partition.

Repeating this argument for every interval [s j−1, s j ], j = 1, 2, . . . , k and us-
ing the additivity of the integral, we obtain the existence of the integral∫ b

a D P(φ(τ ), t)(η, ξ ) and the identity

∫ b

a
D P(φ(τ ), t)(η, ξ )

=
k∑

j=1

[P(c j , s j−)(η, ξ ) − P(c j , s j−1+)] +
k∑

j=1

[P(φ(s j−1+), s j−1+)(η, ξ )

− P(φ(s j−1), s j−1)(η, ξ ) − P(φ(s j ), s j−)(η, ξ ) + P(φ(s j , s j )(η, ξ )]

(4.9)

Theorem 4.5. Assume that the map (x, t) → P(x,t)(η,ξ ) is of class IF(Ã ×
[t0, T ], hηξ ,W ) and X : [a, b] → Ã, [a, b] ⊆ [t0, T ] is of bounded variation, then

the integral
∫ b

a D P(X (τ ), t)(η, ξ ), exists.

Proof: The result follows from Theorem (4.4) because every process X : [a, b] →
Ã in L2

loc(Ã) of bounded variation is the uniform limit of finite simple processes
(cf [ 9,10,13]).

Next, we denote by C(Ã × [t0, T ], W ), the class of sesquilinear form-valued
maps which are Lipschitzian and satisfy the Caratheodory conditions. We then give
a result that connects this class with the class IF(Ã × [t0, T ], hηξ , W ).

Definition 4.6. A map P : Ã × [t0, T ] −→ Sesq(ID⊗IE) belongs to the class
C(Ã × [t0, T ], W ) if for arbitrary η, ξ ∈ ID⊗IE ,

(i) P(x, ·)(η, ξ ) is measurable for each x ∈ Ã.

(ii) There exists a family of measurable functions Mηξ : [t0, T ] → IR+ such
that

∫ T
t0

Mηξ (s)ds < ∞ and

|P(x, s)(η, ξ )| ≤ Mηξ (s), (x, s) ∈ Ã × [t0, T ] (4.10)

(iii) There exists measurable functions K p
ηξ : [t0, T ] → IR+ such that for

each t ∈ [t0, T ],
∫ t

t0
Kηξ (s)ds < ∞, and

|P(x, s)(η, ξ ) − P(y, s)(η, ξ )| ≤ K p
ηξ (s)W (‖x − y‖ηξ ) (4.11)

for (x, s), (y, s) ∈ Ã × [t0, T ] and where in (i) - (iii) we take W (t) = t.
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Definition 4.7. For (x, t) ∈ Ã × [t0, T ] and P belonging to C(Ã × [t0, T ], W ),
we define for arbitrary η, ξ ∈ ID⊗IE,

F(x, t)(η, ξ ) =
∫ t

t0

P(x, s)(η, ξ )ds (4.12)

We have the following results that connect the two classes of maps.

Theorem 4.8. Assume that for arbitrary η, ξ ∈ ID⊗IE , the map
P : Ã × [t0, T ] → sesq(ID⊗IE) is of class C(Ã × [t0, T ], W ). Then for every
x, y ∈ Ã, t1, t2 ∈ [t0, T ], F(x, t)(η, ξ ) defined by (4.12) satisfies

(i) |F(x, t2)(η, ξ ) − F(x, t1)(η, ξ )| ≤ ∫ t2
t1

Mηξ (s)ds

(ii) |F(x, t2)(η, ξ ) − F(x, t1)(η, ξ ) − F(y, t2)(η, ξ ) + F(y, t1)(η, ξ )|
≤ W (‖x − y‖ηξ )

∫ t2
t1

K p
ηξ (s)ds

(iii) The map F(x, t)(η, ξ ) belong to the class IF(Ã × [t0, T ], hηξ , W )

for each η, ξ ∈ ID⊗IE , where

hηξ (t) =
∫ t

t0

Mηξ (s)ds +
∫ t

t0

K p
ηξ (s)ds

Proof: (i) Since (4.10) holds we have by (4.12) and for all x ∈ Ã, t1, t2 ∈
[t0, T ].

|F(x, t2)(η, ξ ) − F(x, t1)(η, ξ )| =
∣∣∣∣∣
∫ t2

t1

P(x, s)(η, ξ )ds

∣∣∣∣∣
≤

∫ t2

t1

|P(x, s)(η, ξ )|ds

≤
∫ t2

t1

Mη,ξ (s)ds

(ii) Again by (4.12) and (4.11)

|F(x, t2)(η, ξ ) − F(x, t1)(η, ξ ) − F(y, t2)(η, ξ ) + F(y, t1)(η, ξ )|

=
∣∣∣∣∣
∫ t2

t1

[P(x, s)(η, ξ ) − P(y, s)(η, ξ )]ds

∣∣∣∣∣
≤

∫ t2

t1

|P(x, s)(η, ξ ) − P(y, s)(η, ξ )|ds ≤ W (‖x − y‖ηξ )
∫ t2

t1

K p
ηξ (s)ds

for every x, y ∈ Ã and t1, t2 ∈ [t0, T ].
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By (i) above

|F(x, t2)(η, ξ ) − F(x, t1)(η, ξ )| ≤
∫ t2

t1

Mηξ (s)ds ≤ |hηξ (t2) − hηξ (t1)|

∀x ∈ Ã, t1, t2 ∈ [t0, T ] satisfying inequality (4.1).
Again by (ii) above

|F(x, t2)(η, ξ ) − F(x, t1)(η, ξ ) − F(y, t2)(η, ξ ) + F(y, t1)(η, ξ )|
≤ W (‖x − y‖ηξ )

∫ t2

t1

K p
ηξ (s)ds

≤ W (‖x − y‖ηξ )|hηξ (t2) − hηξ (t1)|
for every x, y ∈ Ã, t1, t2 ∈ [t0, T ] satisfying inequality (4.2) .

In the next section, we prove that the Kurzweil integral of F(x, t)(η, ξ ) equals
the Lebesque integral of P(x, t)(η, ξ ). This facilitates the proof of the equivalence
of equation (1.2) and the associated Kurzweil equation.

5. EQUIVALENCE OF QUANTUM STOCHASTIC
DIFFERENTIAL EQUATION AND THE ASSOCIATED

KURZWEIL EQUATION

In connection with subsequent results, we assume that the map P : Ã ×
[t0, T ] → Sesq(ID⊗IE) given by equation (1.3) is of class C(Ã × [t0, T ], W ) and
that F(x, t)(η, ξ ) is given by (4.12).

Theorem 5.1. If x : [a, b] → Ã, [a, b] ⊆ [t0, T ] is the limit of simple processes
then ∫ b

a
DF(x(τ ), t)(η, ξ ) =

∫ b

a
P(x(s), s)(η, ξ )ds

Proof: By Theorem (4.8)(iii) the map (x, t) → F(x, t)(η, ξ ) belongs to IF(Ã ×
[t0, T ], hηξ , W ). Therefore the existence of the integral

∫ b
a DF(x(τ ), t)(η, ξ ) is

guaranteed by Theorem (4.4). Also by Theorem (4.4), for every simple process φ :
[a, b] → Ã the integral

∫ b
a P(φ(s), s)(η, ξ )ds exists and equals

∫ b
a DF(φ(τ ), t)

(η, ξ ).
Assume now that φk : [a, b] → Ã, k ∈ IN is a sequence of simple processes such
that

lim
k→∞

φk(s) = x(s), s ∈ [a, b]

Then by (4.11),

lim
k→∞

P(φk(s), s)(η, ξ ) = P(x(s), s)(η, ξ )
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and inequality (4.10) enables us to use the Lebesgue dominated convergence the-
orem for showing that

∫ b
a P(x(s), s)(η, ξ )ds exists and by Theorem (4.3)∫ b

a
DF(x(τ ), t)(η, ξ ) = lim

k→∞

∫ b

a
DF(φk(τ ), t)(η, ξ )

= lim
k→∞

∫ b

a
P(φk(s), s)(η, ξ )ds =

∫ b

a
P(x(s), s)(η, ξ )ds

Remark 5.2.

(i) The results given above will be used for the representation of equation
(1.2) within the framework of the Kurzweil integral calculus. This is
accomplished based on the construction of the map F(x, t)(η, ξ ) for a
given sesquilinear form - valued map P : Ã × [t0, T ] → Sesq(ID⊗IE)
of class C(Ã × [t0, T ], W ) and for arbitrary η, ξ ∈ ID⊗IE .

(ii) Let the quantum stochastic differential equation (1.2) be given. The
Caratheodory concept of a solution of (1.2) is equivalent to the re-
quirement that for every s1, s2 ∈ [t0, T ] we have a weakly absolutely
continuous map X : [t0, T ] → Ã satisfying

〈η, x(s2)ξ〉 − 〈η, x(s1)ξ〉 =
∫ s2

s1

P(x(s), s)(η, ξ )ds (5.1)

(iii) The solution X of equation (1.2) lies in L2
loc(Ã) and is therefore the

limit of simple processes in Ad(Ã)wac, see [2,8,13]. Consequently the
hypothesis of the last theorem remain true.

We now present our major result in this section.

Theorem 5.3. A stochastic process X : [t0, T ] → Ã is a solution of equation
(1.2) if and only if X is a solution of the Kurzweil equation

d

dτ
〈η, X (τ )ξ〉 = DF(X (τ ), t)(η, ξ ) (5.2)

on [t0, T ], t ∈ [t0, T ], and for arbitrary η, ξ ∈ ID⊗IE .

Proof: Assume that X : [t0, T ] → Ã is a solution of (1.2). By Theorem (4.8),
the integral

∫ s2

s1
DF(X (τ ), t)(η, ξ ) exists and

〈η, X (s2)ξ〉 − 〈η, X (s1)ξ〉 =
∫ s2

s1

P(X (s), s)(η, ξ )ds

=
∫ s2

s1

DF(X (τ ), t)(η, ξ )

for all s1, s2 ∈ [t0, t]. Hence X is a solution of (5.2).
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If conversely X is a solution of (5.2), then again Theorem (4.8) shows that
X satisfies equation (5.1). Since F(X, t)(η, ξ ) belongs to IF(Ã × [t0, T ], hηξ , W ),
we have

|〈η, X (s2)ξ〉 − 〈η, X (s1)ξ〉| =
∣∣∣∣∣
∫ s2

s1

DF(X (τ ), t)(η, ξ )

∣∣∣∣∣
≤ |hηξ (s2) − hηξ (s1)|.

Hence the map t → 〈η, X (t)ξ〉 is absolutely continuous on [t0, T ] since hηξ (t)
is absolutely continuous for each η, ξ ∈ ID⊗IE . Hence X is weakly absolutely
continuous.

Remark 5.4. Owning to several properties of the sesquilinear form -valued map
P given by equation (1.3) as outlined in Ekhaguere [8], it is enough for P to be Lip-
schitzian and for inequality (4.10) to be satisfied for all (X, t) ∈ Ã × [t0, T ] for P
to be of class C(Ã × [to, T ], W ) where W (t) = t . Consequently, F(X, t)(η, ξ ) de-
fined by equation (4.12) is of class IF(Ã × [t0, T ], hηξ , W ) and so by Theorem (5.1)∫ t

t0

DF(X (τ ), t)(η, ξ ) =
∫ t

t0

P(X (s), s)(η, ξ )ds, t ∈ [t0, T ]. (5.3)

Again, Theorem (5.3) asserts that X satisfies equation (5.2) if and only if

〈η, X (t)ξ〉 − 〈η, X (t0)ξ〉 =
∫ t

t0

DF(X (τ ), t)(η, ξ )

=
∫ t

t0

P(X (s), s)(η, ξ )ds

by equation (5.3). This follows if and only if

d

dt
〈η, X (t)ξ〉 = P(X (t), t)(η, ξ )

〈η, X (t0)ξ〉 = 〈η, X0ξ〉
Hence equations (5.2) and (1.2) are equivalent.

As a consequence of the above results, we now describe a procedure for ob-
taining approximate solutions of equation (1.2) as follows. We assume hypothesis
of Theorems (4.8), (5.1) and (5.2).

The initial value problem (1.2) is equivalent to the integral equation

〈η, X (s)ξ〉 = 〈η, X (t0)ξ〉 +
∫ s

t0

P(X (u), u)(η, ξ )du (5.4)

with the Lebesgue integral on the right hand side. If X is a solution of (1.2) on
[t0, T ], then by the existence and uniqueness results, X is adapted and weakly
absolutely continuous and lie in L2

loc(Ã). Consequently the matrix elements of the
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solution can be approximated by matrix elements 〈η, Xl(t)ξ〉 of a simple process
Xl(t) ∈ Ad(Ã)wac which is constant on intervals of the form (t j−1, t j ) where t0 <

t1 < · · · < tkl = t and which on (t j−1, t j ) assumes the value 〈η, X (τ j )ξ〉 where
t j−1 ≤ τ j ≤ t j , j = 1, 2. . . . , kl such that

lim
l→∞

〈η, Xl(s)ξ〉 = 〈η, X (s)ξ〉 (5.5)

i.e liml→∞ Xl(s) = X (s) uniformly on [t0, T ].
Since

P(X, t)(η, ξ ) is of class C(Ã × [t0, T ], hηξ , W )

then

lim
l→∞

P(Xl(s), s)(η, ξ ) = P(X (s), s)(η, ξ )

on [t0, T ] by inequality (4.11).
Assuming that the sequence

P(Xl(s), s)(η, ξ ), l = 1, 2, . . .

satisfies (4.10) then by the Lebesgue dominated convergence theorem it can be
concluded that

lim
l→∞

∫ t

t0

P(Xl(s), s)(η, ξ )ds =
∫ t

t0

P(X (s), s)(η, ξ )ds. (5.6)

However, for a fixed l ∈ IN , we have∫ t

t0

P(Xl(s), s)(η, ξ )ds =
kl∑

j=1

∫ t j

t j−1

P(X (τ j ), s)(η, ξ )ds

=
kl∑

j=1

[F(X (τ j ), t j )(η, ξ ) − F(X (τ j ), t j−1)(η, ξ )],

which shows that the integral
∫ t

t0
P(X (s), s)(η, ξ )ds appearing in (5.6) can be

approximated by the Kurzweil integral sums of the form

kl∑
j=1

[F(X (τ j ), t j )(η, ξ ) − F(X (τ j ), t j−1)(η, ξ )].

Finally, using (5.4) the matrix element 〈η, X (t)ξ〉 of the solution X can be approx-
imated by the sum

〈η, X (t)ξ〉 ∼= 〈η, X0ξ〉 +
kl∑

j=1

[F(X (τ j ), t j )(η, ξ )

− F(X (τ j ), t j−1)(η, ξ )] (5.7)
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provided that a sufficiently fine division t0 < t1 < t2 < · · · < tk = t is constructed
and the choice of τ j ∈ [t j−1, t j ], j = 1, 2, . . . , k is fixed in order to obtain the
uniform convergence (5.5).

6. NUMERICAL EXAMPLES

In the notation of section 1, we consider the simple Fock space �(L2
γ (IR+))

where γ = R = CI , f = g ≡ 1, and its L2(�,F, W ) realization where (�,F,

W ) is a Wiener space. Each random variable X is identified with the operator of
multiplication by X so that Q(t) = A(t) + A+(t) = w(t) is the evaluation of the
Brownian path w at time t . In this case, it has been shown that quantum stochastic
integrals of adapted Brownian functional F such that

∫ t
t0

E[F(s, ·)2]ds < ∞ exists
(see [2,4]). Here E is the expected value function.

For exponential vectors η = e(α) and ξ = e(β) where α, β are purely
imaginary- valued functions in L2

CI(IR+), the equivalent form (1.2) of the quantum
analogue of the classical Ito stochastic differential equation

d X (t, w) = −1

2
X (t, w)dt −

√
1 − X2(t, w)dW (t)

X (t0) = X0, t ∈ [0, T ] (6.1)

is given by

d

dt
E(X (t, w)z(w)) = E(−β(t)

√
1 − X2(t, w)z(w))

+ E(−ᾱ(t)
√

1 − X2(t, w)z(w)) + E

(
− 1

2
X (t, w)z(w)

)
X (t0) = X0, t ∈ [t0, T ] (6.2)

where

z(w) = exp

{ ∫ ∞

0
(−α(s) + β(s))dw(s) − 1

2

∫ ∞

0
(α2(s) + β2(s))ds

}

(6.3)

(see [2,4] for details ).
With X0(w) = 1, α(t) = β(t) = i , and the interval [0, T ] = [0, 1], then we

have by equation (6.3), z(w) = e and E(X0(w)z(w)) = E(z(w)) = e.
The exact solution of equation (6.2) is then given by

E(X (t)z(w)) = e1− 1
2 t (6.4)

We now apply our approximation procedures to discretize equation (6.2)
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For t ∈ [0, 1], X ∈ Ã the map Pαβ defined in section 1 is

Pαβ(t, X ) = −β(t)
√

1 − X2(t) − ᾱ(t)
√

1 − X2(t) − 1

2
X (t) = −1

2
X (t)

and

P(X, t)(η, ξ ) =
〈
η,

(
− 1

2
X (t)

)
ξ

〉
for arbitrary η, ξ ∈ ID⊗IE . By equation (4.12)

F(X (τ ), t)(η, ξ ) =
(〈

η,

(
− 1

2
X (τ )

)
ξ

〉)
t = −1

2
t E(X (τ )z(w))

Equation (6.2) is equivalent to (5.2) by Theorem (5.3). Thus we use Proposition
(3.2) which leads to the approximation

〈η, X (s)ξ〉 ∼= 〈η, X (σ )ξ〉 + F(X (σ ), s)(η, ξ ) − F(X (σ ), σ )(η, ξ )

(6.5)

for every σ ∈ [0, 1] provided that s ∈ [0, 1] is sufficiently close to σ . Thus from
equation (6.5),

E(X (s)z(w)) ∼= E(X (σ )z(w)) − 1

2
s E(X (σ )z(w)) + 1

2
σ E(X (σ )z(w))

=
(

1 − 1

2
(s − σ )

)
E(X (σ )z(w)) (6.6)

Again by equation (5.7), we have

〈η, X (t)ξ〉 ∼= 〈η, X0ξ〉 +
kl∑

j=1

∫ t j

t j−1

P(X (τ j ), s)(η, ξ )ds

i.e

E(X (t)z(w)) ∼= E(X0z(w)) − 1

2

kl∑
j=1

E(X (τ j )z(w))(t j − t j−1) (6.7)

where to < t1 < t2 < · · · < tkl = t and τ j ∈ [t j−1, t j ].
If we fix τ j = t j−1 for each j = 1, 2.. and a constant steplength h, then we

have from equation (6.7)

E(X (t j )z(w)) =
(

1 − 1

2
h

)
E(X (t j−1)z(w)), j = 1, 2..N (6.8)

Again, fixing τ j = 1
2 (t j + t j−1), j = 1, 2.. then equation (6.7) gives

E(X (t j )z(w)) = E(X (t j−1)z(w)) − 1

2
hE(X (τ j )z(w)) (6.9)
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Table 1. Numerical Values with τ j = t j−1 and α(t) = β(t) = i

Approximate Values Exact Values Absolute Errors
N h E(X (tN )z(w)) e1− 1

2 tN |E(X (tN )z(w)) − e1− 1
2 tN |

8 2−3 1.622051700 1.648721300 0.02666960000
16 2−4 1.6356182000 1.6487212710 0.01310307000

where the intermediate values E(X (τ j )z(w)) are calculated by setting σ = t j−1

and s = τ j in (6.6) to give

E(X (τ j )(z(w)) =
[

1 − 1

2
(τ j − t j−1)

]
E(X (t j−1)z(w)) (6.10)

By putting h = 2−3, h = 2−4 and fixing τ j as above ,we generate the following
tables of values for the case α = β = i . Equations (6.8),(6.9),(6.10) are used to
generate the following values at the final time t = 1 in Tables 1 and 2 below.

In order to compare the accuracy of the method of this paper ,we now apply
the method to generate approximate values for the equivalent form of Ito equation

d X (t) = 3

2
X (t)dt + X (t)dW (t)

X (t0) = 1, t ∈ [0, 1] (6.11)

given by

d

dt
E(X (t)z(w)) = 3

2
E(X (t, w)) (6.12)

where z(w) = e, t ∈ [0, 1], for α(t) = β(t) = i with exact solution E(X )t,
w)z(w) = e1+ 3

2 t

Equation (6.12) had been discretized in [4] using the Euler and a 2-step
scheme. We compare the results with those of the present scheme.

Table 2. Numerical Values with τ j = 1
2 (t j + t j−1) and α(t) = β(t) = i

Absolute Error
Exact value |E(X (tN )z(w))

N h τN E(X (τN )z(w)) E(X (tN )z(w)) = e1− 1
2 tN −e1− 1

2 tN |
8 2−3 0.9375 1.700716800 1.649283900 1.648721300 0.000562600
16 2−4 0.96875 1.67460900 1.648858600 1.648721271 0.000137329
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Table 3. Numerical values with τ j = t j−1 and α(t) = β(t) = i

Approximate Values Exact values Absolute Errors
N h E(X (tN )z(w)) e1− 1

2 tN |E(X (tN )z(w)) − e1− 1
2 tN |

8 2−3 10.74888529 12.18249396 1.433608668
16 2−4 11.402065680 12.18249396 0.78042828

For equation (6.11),we have the followings. From equation (6.12) and using (4.12),

F(X (τ ), t) = 3

2
t E(X (τ )z(w))

and from (6.5)

E(X (s)z(w)) ∼=
(

1 + 3

2
(s − σ )

)
E(X (σ )z(w)). (6.13)

From (5.7),

E(X (t)z(w)) = E(X0z(w)) + 3

2

kl∑
j=1

E(X (τ j )z(w))(t j − t j−1). (6.14)

Fixing τ j = t j−1 for each j = 1, 2 · · · and h = (t j − t j−1), then we have from
(6.14)

E(X (t j )z(w)) =
(

1 + 3

2
h

)
E(X (t j−1)z(w)) (6.15)

Again fixing τ j = 1
2 (t j + t j−1), we have from (6.14)

E(X (t j )z(w) = E(X (t j−1)z(w)) + 3

2
hE(X (τ j )z(w)), (6.16)

with intermediate values

E(X (τ j )z(w)) =
[

1 + 3

2
(τ j − t j−1)

]
E(X (t j−1)z(w)). (6.17)

Our numerical experiments yield the following results at the final time t = 1. We
use equation (6.15) for Table 3.

Equations (6.16) and (6.17) are used to generate Table 4.

6.1 Conclusion

(i) It is discovered that the schemes (6.8) and (6.15) when τ j is fixed at the
starting point of each subinterval of the partition points generate exactly
the same values as Euler scheme considered in [4]. This is confirmed
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Table 4. Numerical values with τ j = 1
2 (t j + t j−1) and α(t) = β(t) = i

Absolute Error
Exact value |E(X (tN )z(w))

N h τN E(X (τN )z(w)) E(X (tN )z(w)) = e1− 1
2 tN −e1− 1

2 tN |
8 2−3 0.9375 10.97032998 12.08924593 12.18249396 0.093248032
16 2−4 0.96875 11.58995788 12.15756309 12.18249396 0.024930868

by Tables 1 and 3 . The Tables also show that the approximate schemes
produce better results with finer gridpoints.

(ii) However, Tables 2 and 4 show a more superior convergence rate when τ j

is fixed at the midpoint of each subintervals of partition. In Table 2, with
constant steplengths h = 2−3 and h = 2−4 ,we have convergence to at
least three decimal places at each of the gridpoint with cummulative ab-
solute errors at the end point t = 1 being 0.000562600 and 0.000137329
respectively. This experiment shows that the approximate scheme (5.7)
has a superior convergence rate when τ j is taken as midpoints of each
subinterval and expression (6.5) is used to compute intermediate values.
This level of accuracy is comparable to that of a 2- stage Runge-Kutta
scheme reported in [2] applied to problem (6.12).

In comparison with the Euler and the 2-step method applied in [4] to problem
(6.11), Table 4 shows that the method of this paper is more accurate than those
two schemes when τ j is taken as the midpoint of each of the partition subinterval.
In particular, for a steplength of h = 2−3, the global accumulated error at the
final time t = 1 is 0.093248032 compared with the global errors of 0.39983038
and 0.11070989 with h = 2−3 and 2−4 respectively for the 2-step scheme (see
[4]). We remark that equation (5.7) permits a change of steplenghts at any point
during computation and that this method is suitable for equation (1.2) where the
map (t, x) �→ P(t, x)(η, ξ ) is not necessarily continuous jointly in t and x and the
matrix elements are not necessarily differentiable more than one time.

In particular, the methods developed in this paper provide a simple approach
for computations of expectations of functionals of Ito processes when the quantum
equations are considered only in the simple Fock spaces. Applications of the
methods to problems in quantum fields/systems will be considered elsewhere.
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Abstract. In this paper we established the existence of solutions of Lower semicontinuous quantum
stochastic differential inclusions(QSDI). The existence of a continuous selection of a predefined integral
operator was established. This selection which is an adapted stochastic process is a solution of the
Lower semicontinuous quantum stochastic differential inclusions.
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1. Introduction

The theory of quantum stochastic differential inclusions is a multivalued analogue of quan-
tum stochastic calculus of Hudson and Parthasarathy formulation [9]. The theory of differen-
tial inclusions has vast applications and one of its motivations is the application in the study of
control theory. In [5] the existence of solutions of quantum stochastic differential inclusions
with Lipschitzian coefficients lying in certain locally convex spaces was established. A further
study of this quantum stochastic differential inclusions was done in [6] with hypermaximal
monotone type and in [7] for evolution type. The topological properties of solution sets and
existence of continuous selections of the solution sets for the Lipschitzian quantum stochastic
differential inclusions were established in [2] and [3].
For a classical differential inclusion the existence of solutions of discontinuous cases, up-
per and lower semicontinuous differential inclusions were established in [1] and [4]. These
weaker forms of regularity of the coefficients are also applicable in the study of optimal quan-
tum stochastic control theory [10]. The aim of this work is to establish the existence of
solution of Lower semicontinuous quantum stochastic differential inclusions. We first define
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an integral operator which is a mapping consisting of adapted stochastic processes and es-
tablished the existence of a continuous map which is a selection of the mapping. Hence we
established the existence of at least a solution of the Lower semicontinuous quantum stochas-
tic differential inclusions. This is a generalization of the result in [1] to our non commutative
setting. This will lead in a later work to further applications of quantum stochastic calculus
to quantum stochastic differential equations with discontinuous coefficients, solutions of per-
tinent quantum stochastic control problems and quantum optics. In sequel the work shall be
arranged as follows: section 2 shall be for preliminaries on notations and definitions while
section 3 shall be for our main results.

2. Preliminaries

In this section we state the definitions and notations which shall be employed in the sequel.

2.1. Notations

In what follows, if U is a topological space, we denote by clos(U), the collection of all
non-empty closed subsets of U .
To each pair (D, H) consisting of a pre-Hilbert space D and its completion H, we associate the
set L+w(D, H) of all linear maps x from D into H, with the property that the domain of the
operator adjoint contains D. The members of L+w(D, H) are densely-defined linear operators
on H which do not necessarily leave D invariant and L+w(D, H) is a linear space when equipped
with the usual notions of addition and scalar multiplication.
To H corresponds a Hilbert space Γ(H) called the boson Fock space determined by H. A
natural dense subset of Γ(H) consists of linear space generated by the set of exponential
vectors(Guichardet, [8]) in Γ(H) of the form

e( f ) =
∞
⊕

n=0

(n!)−
1
2

n
⊗

f , f ∈ H,

where
⊗0 f = 1 and

⊗n f is the n-fold tensor product of f with itself for n≥ 1.
In what follows, D is some pre-Hilbert space whose completion is R and γ is a fixed Hilbert
space.
L2
γ(R+)(resp. L2

γ([0, t)), resp. L2
γ([t,∞)) t ∈ R+) is the space of square integrable γ-valued

maps on R+ (resp .[0, t), resp. [t,∞)).
The inner product of the Hilbert space R ⊗ Γ(L2

γ(R+)) will be denoted by 〈., .〉 and ‖ . ‖ the
norm induced by 〈., .〉 .
Let E,Et and Et , t > 0 be linear spaces generated by the exponential vectors in Fock spaces
Γ(L2

γ(R+)),Γ(L
2
γ([0, t))) and Γ(L2

γ([t,∞))) respectively ;

A ≡ L+w(D⊗E,R ⊗Γ(L
2
γ(R+)))

At ≡ L+w(D⊗Et ,R ⊗Γ(L2
γ([0, t))))⊗ It

A t ≡ It ⊗ L+w(E
t ,Γ(L2

γ([t,∞)))), t > 0
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where ⊗ denotes algebraic tensor product and It(resp.It) denotes the identity map on R ⊗
Γ(L2

γ([0, t))))(resp .Γ(L2
γ([t,∞)))), t > 0 For every η,ξ ∈ D⊗E define

‖ x ‖ηξ=| 〈η, xξ〉 |, x ∈A

then the family of seminorms
{‖ . ‖ηξ: η,ξ ∈ D⊗E}

generates a topology τw , weak topology .
The completion of the locally convex spaces (A ,τw) , (At ,τw) and (A t ,τw) are respectively
denoted by fA , fAt and fA t .
We define the Hausdorff topology on clos( fA ) as follows:
For x ∈ fA ,M ,N ∈ clos( fA ) and η,ξ ∈ D⊗E, define

ρηξ(M ,N )≡max(δηξ(M ,N ),δηξ(N ,M )),

where

δηξ(M ,N )≡ sup
x∈M

dηξ(x ,N ),

and

dηξ(x ,N )≡ inf
y∈N
‖ x − y ‖ηξ .

The Hausdorff topology which shall be employed in what follows, denoted by, τH , is gener-
ated by the family of pseudometrics {ρηξ(.) : η,ξ ∈ D⊗E}. Moreover, ifM ∈ clos( fA ), then
‖M ‖ηξ is defined by

‖M ‖ηξ≡ ρηξ(M , {0});

for arbitrary η,ξ ∈ D⊗E.
For A, B ∈ clos(C) and x ∈ C , a complex number, define

d(x , B)≡ inf
y∈B
| x − y |,

δ(A, B)≡ sup
x∈A

d(x , B),

and

ρ(A, B)≡max(δ(A, B),δ(B, A)).

Then ρ is a metric on clos(C) and induces a metric topology on the space. We also define:

dηξ((t, x), (t0, x0)) =max{| t − t0 |,‖ x − x0 ‖ηξ}.

Let I ⊆ R+. A stochastic process indexed by I is an fA -valued measurable map on I .
A stochastic process X is called adapted if X (t) ∈ fAt for each t ∈ I .
We write Ad( fA ) for the set of all adapted stochastic processes indexed by I .
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Definition 1. A member X of Ad( fA ) is called

(i) weakly absolutely continuous if the map t 7→ 〈η, X (t)ξ〉 , t ∈ I is absolutely continuous for
arbitrary η,ξ ∈ D⊗E,

(ii) locally absolutely p-integrable if ‖ X (.) ‖p
ηξ

is Lebesgue -measurable and integrable on
[0, t)⊆ I for each t ∈ I and arbitrary η,ξ ∈ D⊗E.

We denote by Ad( fA )wac(resp.Lp
loc( fA )) the set of all weakly, absolutely continuous(resp.

locally absolutely p-integrable) members of Ad( fA ).
Stochastic integrators: Let L∞γ,loc(R+) [resp.L∞B(γ),loc(R+)] be the linear space of all measur-
able , locally bounded functions from R+ to γ [resp. to B(γ) , the Banach space of bounded
endomorphisms of γ]. If f ∈ L∞γ,loc(R+) and π ∈ L∞B(γ),loc(R+) , then π f is the member of
L∞γ,loc(R+) given by (π f )(t) = π(t) f (t) , t ∈ R+.

For f ∈ L2
γ(R)+ and π ∈ L∞B(γ),loc(R+); the annihilation , creation and gauge operators,

a( f ), a+( f ) and λ(π) in L+w(D,Γ(L2
γ(R)+)) respectively, are defined as:

a( f )e(g) = 〈 f , g〉L2
γ(R+)

e(g),

a+( f )e(g) =
d

dσ
e(g +σ f ) |σ=0,

λ(π)e(g) =
d

dσ
e(eσπ f ) |σ=0

for all g ∈ L2
γ(R+).

For arbitrary f ∈ L∞γ,loc(R+) and π ∈ L∞B(γ),loc(R+) , they give rise to the operator-valued maps

A f , A+f and Λπ defined by:

A f (t)≡ a( f χ[0,t)),

A+f (t)≡ a+( f χ[0,t)),

Λπ(t)≡ λ(πχ[0,t))

for all t ∈ R+ , where χI denotes the indicator function of the Borel set I ⊆ R+. The maps
A f , A+f and Λπ are stochastic processes , called annihilation, creation and gauge processes,

respectively, when their values are identified with their ampliations on R⊗Γ(L2
γ(R+)). These

are the stochastic integrators in Hudson and Parthasarathy[9] formulation of boson quantum
stochastic integration.
For processes p, q, u, v ∈ L2

loc( fA ), the quantum stochastic integral:

∫ t

t0

�

p(s)dΛπ(s) + q(s)dA f (s) + u(s)dA+g (s) + v(s)ds
�

, t0, t ∈ R+

is interpreted in the sense of Hudson-Parthasarathy[9].
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2.2. Quantum Stochastic Differential Inclusions

Definition 2. (a) By a multivalued stochastic process indexed by I ⊆ R+ we mean a multi-
function on I with values in clos( fA ).

(b) If Φ is a multivalued stochastic process indexed by I ⊆ R+, then a selection of Φ is a
stochastic process X : I → fA with the property that X (t) ∈ Φ(t) for almost all t ∈ I .

(c) A multivalued stochastic process Φ will be called (i) adapted if Φ(t)⊆ fAt for each t ∈ R+;
(ii) measurable if t 7→ dηξ(x ,Φ(t)) is measurable for arbitrary x ∈ fA ,η,ξ ∈ (D⊗E)

(d) locally absolutely p-integrable if t 7→‖ Φ(t) ‖ηξ, t ∈ R+ lie in Lp
loc(I) for arbitrary

η,ξ ∈ (D⊗E).

For p ∈ (0,∞) and I ⊆ R+, the set of all locally absolutely p-integrable multivalued
stochastic processes will be denoted by Lp

loc( fA )mvs. Denote by Lp
loc(I × fA )mvs the set of

maps Φ : I × fA → clos( fA ) such that t 7→ Φ(t, X (t)) , t ∈ I , lies in Lp
loc( fA )mvs for every

X ∈ Lp
loc( fA ).

Moreover, if Φ ∈ Lp
loc(I × fA )mvs, then we denote by

Lp(Φ)≡ {φ ∈ Lp( fA ) : φ is a selection of Φ}.

Let f , g ∈ L2
γ(R+) , π ∈ L∞B(γ),loc(R+), I , the identity map on R ⊗Γ(L2

γ(R+)), and M is any of

the stochastic processes A f , A+g ,Λπ and s 7→ sI, s ∈ R+.
We introduce the stochastic integral{resp. differential} expressions as follows:
If Φ ∈ L2

loc(I × fA )mvs and (t, X ) ∈ I × L2
loc( fA ) , then

∫ t

t0

Φ(s, X (s))dM(s)≡
�
∫ t

t0

φ(s)dM(s) : φ ∈ L2(Φ)
�

.

This leads to the following definition:

Definition 3. Let E, F, G, H ∈ L2
loc(I× fA ) and (t0, x0) be a fixed point of I× fA . Then a relation

of the form

dX (t) ∈ E(t, X (t))dΛπ(t) + F(t, X (t))dA f (t)

+ G(t, X (t))dA+g (t) +H(t, X (t))d t almost all t ∈ I ,

X (t0) = x0

(1)

is called Quantum stochastic differential inclusions(QSDI) with coefficients E, F, G, H and initial
data (t0, x0).
Equation(1) is understood in the integral form:

X (t) ∈ x0+

∫ t

t0

�

E(s, X (s))dΛπ(s) + F(s, X (s))dA f (s)

+G(s, X (s))dA+g (s) +H(s, X (s))ds
�

, almost all t ∈ I

called a stochastic integral inclusion with coefficients E, F, G, H and initial data (t0, x0)
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An equivalent form of (1) has been established in [5], Theorem 6.2 as follows:
For η,ξ ∈ D⊗E, α,β ∈ L2

γ(R+) with η = c ⊗ e(α) , ξ = d ⊗ e(β) , define the following
complex-valued functions:

µαβ , νβ , σα : I → C, I ⊂ R+
by

µαβ(t) = 〈α(t),π(t)β(t)〉γ,
νβ(t) = 〈 f (t),β(t)〉γ,
σα(t) = 〈α(t), g(t)〉γ,

t ∈ I , f , g ∈ L2
γ,loc(R+), π ∈ L∞B(γ),loc . To these functions we associate the maps µE, νF , σG,

P from I × fA into the set of sesquilinear forms on D⊗E defined by :

(µE)(t, x)(η,ξ) = {〈η,µαβ(t)p(t, x)ξ〉 : p(t, x) ∈ E(t, x)},
(νF)(t, x)(η,ξ) = {〈η,νβ(t)q(t, x)ξ〉 : q(t, x) ∈ F(t, x)},
(σG)(t, x)(η,ξ) = {〈η,σα(t)u(t, x)ξ〉 : u(t, x) ∈ G(t, x)},
P(t, x)(η,ξ) = (µE)(t, x)(η,ξ) + (νF)(t, x)(η,ξ)

+ (σG)(t, x)(η,ξ) +H(t, x)(η,ξ),

H(t, x)(η,ξ) = {v(t, x)(η,ξ) : v(., X (.))

(2)

is a selection of

H(., X (.))∀X ∈ L2
loc( fA )}. (3)

Then, Problem (1) is equivalent to

d

d t
〈η, X (t)ξ〉 ∈ P(t, X (t))(η,ξ),

X (t0) = x0

(4)

for arbitrary η,ξ ∈ D⊗E , almost all t ∈ I .
The notion of solution of (1) or equivalently (3) is defined as follows:

Definition 4. By a solution of (1) or equivalently (3), we mean a stochastic process
ϕ ∈ Ad( fA )wac ∩ L2

loc( fA ) such that

dϕ(t) ∈ E(t,ϕ(t))dΛπ(t) + F(t,ϕ(t))dA f (t)

+ G(t,ϕ(t))dA+g (t) +H(t,ϕ(t))d t almost all t ∈ I ,

ϕ(t0) = ϕ0

or equivalently

d

d t
〈η,ϕ(t)ξ〉 ∈ P(t,ϕ(t))(η,ξ),

ϕ(t0) = ϕ0

for arbitrary η,ξ ∈ D⊗E , almost all t ∈ I .



M. Ogundiran, E. Ayoola / Eur. J. Math. Sci., 2 (2013), 1-16 7

The existence of solution of (1) implies the existence of solution of (3) and vice-versa. As
explained in [5], for the map P:

P(t, x)(η,ξ) 6= eP(t, 〈η, xξ〉)

for some complex-valued multifunction eP defined on I ×C for t ∈ I , x ∈ fA , η,ξ ∈ D⊗E.

2.3. Lower Semicontinuous Multivalued Maps

Definition 5. (a) Let N ∈ clos( fA ) be non-empty and I ⊆ R+.
A multifunction Φ : I ×N → clos( fA ) will be said to be lower semicontinuous at a point
(t0, x0) ∈ I ×N , if for every ε > 0,η,ξ ∈ D⊗E there exists δηξ = δηξ((t0, x0),ε) > 0
such that ∀x ∈ N , t ∈ I if

dηξ
�

(t, x), (t0, x0)
�

< δηξ then Φ(t0, x0)⊂ Φ(t, x) + Bηξ,ε(0).

If Φ is lower semicontinuous(lsc) at every point (t0, x0) ∈ I ×N , then it will be said to be
lower semicontinuous on I ×N .

(b) Analogously if Φ is a sesquilinear form valued multifunction, then the map
Φ : I×N → 2sesq(D⊗E)2 will be said to be lower semicontinuous at a point (t0, x0) ∈ I×N ,
if for every η,ξ ∈ D⊗E,ε > 0 there exists δηξ = δηξ((t0, x0),ε) > 0 such that ∀x ∈ N ,
t ∈ I , if

dηξ
�

(t, x), (t0, x0)
�

< δηξ then Φ(t0, x0)(η,ξ)⊂ Φ(t, x)(η,ξ) + Bε(0).

In what follows, a map shall be called lower semicontinuous on a domain if it is so at every
point of the domain.

The next result shows that, if µE, νF , σG, H are lower semicontinuous then
(t, x)→ P(t, x)(η,ξ) is lower semicontinuous.

Proposition 1. Assume that the following holds:

(i) The coefficients E, F, G, H appearing in (1) belongs to the space L2
loc(I × fA )mvs.

(ii) For an arbitrary elements η,ξ ∈ D⊗E, the maps µE, νF, σG, H defined by equation (2)
are lower semicontinuous on I × fA .

Then, the map (t, x)→ P(t, x)(η,ξ) is lower semicontinuous on I × fA .

Proof. For an arbitrary η,ξ ∈ D⊗E, since µE,νF,σG, H are lower semicontinuous I × fA .
Then for any point (t0, x0) ∈ I × fA , given ε > 0, there exist δηξ,E ,δηξ,F ,δηξ,G ,δηξ,H > 0,
such that for each M ∈ {µE,νF,σG, H},

M(t0, x0)(η,ξ)⊂ M(t, x)(η,ξ) + Bε(0) ∀x ∈ N , almost all t ∈ I and

dηξ
�

(t, x), (t0, x0)
�

< δηξ,M .
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Hence the proposition follows from the relation:

P(t0, x0)(η,ξ) = (µE)(t0, x0)(η,ξ) + (νF)(t0, x0)(η,ξ)

+ (σG)(t0, x0)(η,ξ) +H(t0, x0)(η,ξ) + Bε(0)

⊂ P(t, x)(η,ξ) + B5ε(0).

3. Main Results

In this subsection under some assumptions, we prove an existence theorem for lower semi-
continuous quantum stochastic differential inclusions by using a predefined integral operator.

Definition 6. Let C(I) be the space of continuous maps from I to sesq(D⊗E). For all
η,ξ ∈ D⊗E; X , Z ∈ Ad( fA )wac ∩ L2

loc( fA ), we define the set:

Kηξ = {〈η, X (t)ξ〉 ∈ C(I) : ∃λ ∈ R+; | 〈η, (X (t)− X (s))ξ〉 |< λ | t − s |, t, s ∈ I and X (t0) = x0}.

Moreover, the integral operator Fηξ is defined as

Fηξ(X ) = {〈η, Z(t)ξ〉 ∈ Kηξ :
d

d t
〈η, Z(t)ξ〉 ∈ P(t, X (t))(η,ξ) a.e. t ∈ I}.

We also define the following sets as applicable in the subsequent result.
For any (t, x), (t0, x0) ∈ I × fA ,ληξ > 0, a real number; η,ξ ∈ D⊗E.

Q(t0,x0),ληξ = {(t, x) ∈ I × fA : dηξ((t, x), (t0, x0))≤ ληξ},

where

dηξ((t, x), (t0, x0)) =max{| t − t0 |,‖ x − x0 ‖ηξ},

Q x0,ληξ = {x ∈ fA :‖ x − x0 ‖ηξ< ληξ},

Qληξ = {x ∈ fA :‖ x ‖ηξ< ληξ},

and set

Qε(η,ξ) = {〈η, xξ〉 : x ∈Qε}.

In what follows, we make the following assumptions:
I = [t0, T], ληξ > 0 and Ω⊂ I × fA , open, such that:

(i) I ×Q x0, T
2
ληξ
⊆ Ω,

(ii) ∃ λM ,ηξ > 0 ∀ M ∈ {E, F, G, H} with maxM λM ,ηξ < ληξ and

(iii) ‖ M(t, x) ‖ηξ≤ λM ,ηξ for each M on I ×Q x0, T
2
ληξ

.
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Lemma 1. Suppose that K ⊆ I × fA is compact.
For arbitrary pair η,ξ ∈ D⊗E, suppose that the multivalued map

(t, x)→ M(t, x)(η,ξ)

is lower semicontinuous for each M ∈ {µE,νF,σG, H}.
For ε > 0 , set

ωηξ,ε(t, x) = sup{ωηξ :
⋂

(τ,ζ)∈Q(t,x),ωηξ

M(τ,ζ)(η,ξ) +Qε(η,ξ) 6= ;}. (5)

Then

(a) for some ωε > 0 we have

ωηξ,ε(t, x)≥ωε for all (t, x) ∈ I × fA ,η,ξ ∈ D⊗E,

(b) for every continuous u , (t, u(t)) ∈ K , there exists a measurable map t → v(t)(η,ξ), such
that

dηξ((t, x), (t, u(t)))<ωε,

implies
d(v(t)(η,ξ), M(t, x)(η,ξ))≤ ε.

Proof. (a) The definition of lower semicontinuity implies that the set inside brackets in (4)
is non-empty , so that ωηξ,ε(t, x) is positive.
We claim that it is a continuous function.
Fix σ > 0 arbitrarily, and remark that whenever dηξ((τ1,ζ1), (τ2,ζ2))<

σ
3

,

Q1 =Q(τ1,ζ1),ωε((τ2,ζ2)−
2σ
3
) ⊂Q(τ2,ζ2),ωε((τ2,ζ2)−

σ
3
) =Q2

that is,
⋂

(τ,ζ)∈Q2

M(τ,ζ)(η,ξ) +Qε(η,ξ) 6= ; ⇒
⋂

(τ,ζ)∈Q1

M(τ,ζ)(η,ξ) +Qε(η,ξ) 6= ;.

Whenever dη,ξ((t, x), (t∗, x∗))< σ
3

, setting (t, x) = (τ1,ζ1), (t∗, x∗) = (τ2,ζ2) we obtain

ωηξ,ε(t, x)≥ωηξ,ε(t
∗, x∗)−

2σ

3

while interchanging (t, x) and (t∗, x∗), we have

ωηξ,ε(t, x)≥ωηξ,ε(t
∗, x∗)−

2σ

3
.
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Hence (t, x)→ωηξ,ε(t, x) is a continuous and positive map defined on a compact set.
(b) We define the map Φ, given by

(t, x)→ Φ(t, x)(η,ξ) =
⋂

(τ,ζ)∈Q(t,x),ωε

M(τ,ζ)(η,ξ) +Qε(η,ξ). (6)

Then Φ is lower semicontinuous . In fact let y∗ be in Φ(t∗, x∗)(η,ξ), so that for every (τ,ζ)
in Q(t∗,x∗),ωε ,

d(y∗, M(τ,ζ)(η,ξ)) = ε−ωηξ,ε(τ,ζ), ωηξ,ε(τ,ζ)> 0

or equivalently , there exists yη,ξ(τ,ζ) in M(τ,ζ)(η,ξ) so that | y∗− yηξ(τ,ζ) |≤ ε− σ
2

.
By the lower semicontinuity of M , there exists δ = δ(τ,ζ) so that (τ′,ζ′) in Q(τ,ζ),δ implies
d(yηξ(τ,ζ), M(τ′,ζ′)(η,ξ))< σ

2
, hence, in particular

d(y∗, M(τ′,ζ′)(η,ξ))< ε.

The open set
U =

⋃

(τ,ζ)∈Q(t∗ ,x∗),ωε

Q(τ,ζ),δ(τ,ζ)

contains the compact set Q(t∗,x∗),ωε , hence, whenever

dηξ((t, x), (t∗, x∗))< ρ,

sufficiently small
Q(t,x),ωε ⊂U ,

and thus
d(y∗, M(τ,ζ)(η,ξ))< ε or y∗ ∈ Φ(t, x)(η,ξ).

Since the map t → Φ(t, x)(η,ξ) is lower semicontinuous and has closed values, then by
Theorem 2.14.2 [1] there exists a measurable selection v(t)(η,ξ) of M(t, x)(η,ξ), which is
the required selection.

Proposition 2. Assume that the following holds

(i) For arbitrary η,ξ ∈ D⊗E, the multivalued map (t, x) → G(t, x)(η,ξ) is lower semicon-
tinuous.

(ii) g : I × fA → sesq(D⊗E) is continuous single-valued map, and

(iii) ε : fA → R+ is lower semicontinuous.

Then the map (t, x)→ Φ(t, x)(η,ξ) defined by

Φ(t, x)(η,ξ) = Bε(x)(g(t, x)(η,ξ))
⋂

G(t, x)(η,ξ)

is lower semicontinuous on its domain.
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Proof. Fix (t∗, x∗) in DomΦ, y∗ηξ ∈ Φ(t
∗, x∗)(η,ξ) and ω> 0. For some

σ > 0, | y∗ηξ− g(t∗, x∗)(η,ξ) |= ε(x∗)−σ.

There exists δ1 such that to any (t, x) ∈ I× fA with dηξ((t, x), (t∗, x∗))< δ1, we can associate
y(t, x)(η,ξ) in G(t, x)(η,ξ) so that

| yηξ,(t,x)− y∗ηξ |<min{ω,
σ

3
},

and δ2 such that
dηξ((t, x), (t∗, x∗)< δ2

implies

ε(x)> ε(x∗)−
σ

3
,

and δ3 such that
dηξ((t, x), (t∗, x∗)< δ3

implies | g(t∗, x∗)(η,ξ)− g(t, x)(η,ξ) |< σ
3

.
Then when dηξ((t, x), (t∗, x∗)<min{δ1,δ2,δ3},

| y(t, x)(η,ξ)− g(t, x)(η,ξ) | ≤| y(t, x)(η,ξ)− y∗ηξ |+ | y∗ηξ− g(t∗, x∗)(η,ξ) |

+ | g(t∗, x∗)(η,ξ)− g(t, x)(η,ξ) |

<
σ

3
+ ε(x∗)−σ+

σ

3

=ε(x∗)−
σ

3
< ε(x)

that is y(t, x)(η,ξ) ∈ Φ(t, x)(η,ξ), and

| y∗(t, x)(η,ξ)− y(t, x)(η,ξ) |<ω.

We now prove the existence of solution of Lower semicontinuous quantum stochastic differ-
ential inclusions.

Theorem 1. Suppose that the following holds:

(i) For every η,ξ ∈ D⊗E, the map (t, x)→ P(t, x)(η,ξ) is a non-empty compact and lower
semicontinuous multifunction.

(ii) (t0, x0) ∈ I × fA , for all (t, x) ∈ I ×Q x0, T
2
λ, λ > 0, such that | P(t, x)(η,ξ) |< λ.

Then there exists a set Kηξ and a continuous map ϕ :Kηξ→ L1(I), a selection of Fηξ.

Proof. We shall first show the existence of a finite number m(0) of measurable maps vi
from I into Qλ(η,ξ); of a continuous partition of I into J 0

i = [τ
0
i−1,τ0

i ] with characteristic
functions χi such that setting

g0(u)(t)(η,ξ) =
∑

χ0
i (t)vi(t)(η,ξ),



M. Ogundiran, E. Ayoola / Eur. J. Math. Sci., 2 (2013), 1-16 12

we have for every t:
d(g0(u)(t)(η,ξ),P(t, u(t))(η,ξ))< 1. (7)

In fact,set in Lemma(1), M to be P , ε to be 1 and let ω0 be the constant provided by (a).
Let U i = Qui ,ω0

, we define U i(η,ξ) = {〈η, xξ〉 : x ∈ U i} a finite open covering of the
compact Kηξ. Let vi(t)(η,ξ), be the corresponding measurable functions as provided by (b).
Fix u and t ; where | χ0

i (u)(t)(η,ξ) |> 0, u is in Qui ,ω0
, d(vi(t)(η,ξ),P(t, u(t))(η,ξ)) < 1,

and (6) holds.
We claim that for n = 0, 1, ... we can define ; m(n) measurable functions v(n)i from I into

Qλ(η,ξ), a continuous partition of I , J (n)i = [τ(n)i−1(u),τ
(n)
i (u)] having characteristic functions

χ
(n)
i such that setting

g(n)(u)(t)(η,ξ) =
∑

χ
(n)
i (t)v

(n)
i (t)(η,ξ),

we have

(i) for every t,

d(g(n)(u)(t)(η,ξ),P(t, u(t))(η,ξ))<
1

2n

except on a finite number of intervals , having total length 1
2n ,

(ii)

| g(n)(u)(t)(η,ξ)− g(n−1)(u)(t)(η,ξ) |<
1

2n+1 , n≥ 1.

Assume the above to hold up to n= ν − 1, we shall prove that it holds for n= ν .
There exists an open set S ν such that all the maps t → v(ν−1)

i (t)(η,ξ) are continuous on
I \S ν , and the measure of S ν is smaller than 1

2ν+1 .
Let δ > 0 be such that ‖ w− u ‖ηξ< δ implies that for each i,

| τ(ν−1)
i (u)−τ(ν−1)

i (w) |< (2−ν(4m(ν −1)))−1. A finite number of Qû j ,δ coversK . For each j
call E j the finite union of open intervals | t −τi(û j) |< (2−ν(4(ν − 1)))−1, i = 1, ..., m(ν − 1).
Then whenever u is in Qû j ,δ, when t is any of the closed intervals whose union is I \ E j ,

gν−1(u)(t)(η,ξ) = gν−1(û)(t)(η,ξ) = vν−1
i (t)(η,ξ) for some i.

Hence when t belongs to the closed (I \ E j) \S ν , the map t 7→ gν−1u(t)(η,ξ) is continuous.
Set | ρνj (t)(η,ξ) | to be 2λ on the open (E j ∪S ν) and to be 1

2ν−1 on the closed I \ (E j ∪S ν).
The map (t, x)→ P j(t, x)(η,ξ) is defined by

P j(t, x)(η,ξ) =Qgν−1(û j)(t)(η,ξ),|ρνj (t)(η,ξ)|(η,ξ)
⋂

P(t, x)(η,ξ)

is strict for (t, x) in Q(t,û j(t)),δ.

In fact, when t is in (E j ∪ S ν). It is enough to remark that both gν−1 and P take values in
Qλ(η,ξ).
Let (t, x) : t in I \ (E j ∪S ν), ‖ x − û j(t) ‖ηξ< δ. Then a translate u(.) of û j(.) is in Qû j(.),δ
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and is such that u(t) = x . For this u, gν−1(u)(t)(η,ξ) = gν−1(û j)(t)(η,ξ) and, by point (i) of
the induction

d(gν−1(u)(t)(η,ξ),P(t, x)(η,ξ))<
1

2ν−1 .

Since t → ρν(t) is lower semicontinuous and P j is strict, proposition 2 implies that
(t, x)→ P j(t, x)(η,ξ) is lower semicontinuous. Set in Lemma 1, M to be P j , ε to be 1

2ν+1 and
call ω j the constant provided by point (a). A finite number of Qui

j ,ω j
(η,ξ) covers the compact

Kηξ ∩Qû j ,δ(η,ξ) By Lemma 1(b), there exists for each i a measurable v i
j(t)(η,ξ) such that

dηξ((t, x), (t, ui
j(t)))<ωi implies

d(v i
j(t)(η,ξ),P j(t, x)(η,ξ))≤

1

2ν+1 <
1

2ν
. (8)

The collection of open sets U i
j (η,ξ) = Qû j ,δ(η,ξ) ∩Qui

j ,ω j
(η,ξ) covers Kηξ. Let χ i

j be the

characteristic functions of the corresponding continuous partition {F j
ηξ,i} of I . Set

gν(u)(t)(η,ξ) =
∑

i, j

χ i
j(t)v

i
j(t)(η,ξ).

We claim that the functions v i
j and the map gν satisfy our induction assumptions.

Fix u and t. Whenever t belongs to J j
i (u), gν(u)(t)(η,ξ) = v i

j(t)(η,ξ) and u belongs to
Qui

j ,w j
, and by (7),

d(v i
j(t)(η,ξ),P j(t, u(t))(η,ξ))<

1

2ν
. (9)

Since P j(t, u(t))(η,ξ)⊂ P(t, u(t))(η,ξ), (8) check point (i).
To check point (ii) , assume t in I \ (E j ∪S ν). Then ρν(t) = 1

2ν−1 ,

P j(t, x)(η,ξ))⊂Qgν−1(û j)(t)(η,ξ), 1
2ν−1
=Qgν−1(u)(t)(η,ξ), 1

2ν−1

hence

d(v i
j(t)(η,ξ),Qgν−1(u)(t)(η,ξ), 1

2ν−1
(η,ξ))<

1

2ν
(10)

or

| gν(u)(t)(η,ξ)− gν−1(u)(t)(η,ξ) |<
1

2ν+1
(11)

except on an open set (E j ∪S ν) with measure at most 1
2ν

. The sequence of measurable maps
{gn(u)(.)(η,ξ)} is a Cauchy sequence converging to some measurable function that we denote
by g(u)(.)(η,ξ) and g(u)(t)(η,ξ) ∈ P(t, u(t))(η,ξ).
Let Kηξ be defined by:

Kηξ = {u(t)(η,ξ) = 〈η, u(t)ξ〉 ∈ Kηξ : u(t)(η,ξ) is Lipschitzian and u(t0)(η,ξ) = x0}.
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The continuous map ϕ : Kηξ→ Kηξ defined by ϕ(〈η, u(t)ξ〉) = 〈η,ϕ(u)(t)ξ〉

〈η,ϕ(u)(t)ξ〉= x0+

∫ t

t0

g(u)(s)(η,ξ)ds,

| 〈η,ϕ(u)(t2)ξ〉 − 〈η,ϕ(u)(t1)ξ〉 | which gives

|
∫ t2

t1

g(u)(s)(η,ξ)ds |<‖ g ‖|
∫ t2

t1

u(s)(η,ξ)ds |

∈ Kηξ.

Moreover,
d

d t
〈η,ϕ(u)(t)ξ〉= g(u)(t)(η,ξ) ∈ P(t, u(t))(η,ξ).

We are left to show the continuity of ϕ. In fact, we shall show directly that ϕ is uniformly
continuous.
From a(ii) above, for every η,ξ ∈ D⊗E, u(t)(η,ξ) ∈ Kηξ

∫

I

| gν+1(u)(s)(η,ξ)− gν(u)(s)(η,ξ) | ds ≤
2T

2ν+1 +
2M

2ν+1

=
T +M

2ν

so that
∫

I

| gn+1(u)(s)(η,ξ)− gn(u)(s)(η,ξ) | ds+

∫

I

| gn+2(u)(s)(η,ξ)− gn+1(u)(s)(η,ξ) | ds+ ...

≤ (
1

2n )(T +M)(1+
1

2
+

1

4
+ ...)

=
T +M

2n−1 ,

and since
∫

I
| gν(u)(s)(η,ξ)− g(u)(s)(η,ξ) | ds converges to 0,

| ϕ(〈η, u(t)ξ〉)−ϕ(〈η, w(t)ξ〉) |≤
∫ t

t0

| g(u)(s)(η,ξ)− g(w)(s)(η,ξ) | ds

≤
∫

I

| gn(u)(s)(η,ξ)− gn(w)(s)(η,ξ) | ds+

∫

I

| gn(u)(s)(η,ξ)− g(u)(s)(η,ξ) | ds

+

∫

I

| gn(w)(s)(η,ξ)− g(w)(s)(η,ξ) | ds

≤
∫

I

| gn(u)(s)(η,ξ)− gn(w)(s)(η,ξ) | ds+
4(T +M)

2n .
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Also, by a(ii)
∫

I

| gn(u)(s)(η,ξ)− gn(w)(s)(η,ξ) | ds ≤
2M

2n+1

=
M

2n .

Therefore | u(t)(η,ξ)−w(t)(η,ξ) |≤ δ implies, for every t ∈ I ,

| 〈η,ϕ(u)(t)ξ〉 − 〈η,ϕ(w)(t)ξ〉 | ≤
T + 5M

2n

≤ ε.

Proving the continuity of ϕ. Hence ϕ is the required selection of Fηξ.

From above we have the following existence result.

Corollary 1. For an arbitrary η,ξ ∈ D⊗E, suppose that multivalued stochastic processes

M : I × fA → 2sesq.(D⊗E)2 , M ∈ {µE,νF,σG, H}

are compact-valued, lower semicontinuous multifunction.
Let (t0, x0) ∈ I × fA .
Then the problem

dX (t) ∈ E(t, X (t))dΛπ(t) + F(t, X (t))dA f (t)

+ G(t, X (t))dA+g (t) +H(t, X (t))d t almost all t ∈ I ,

X (t0) = x0

(12)

has at least one solution defined on I lying in Ad( fA )wac ∩ L2
loc( fA ).
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This paper is concerned with the value function for optimal quantum stochastic
control. We established the Lipschitz continuity of the value function, which is
inherent from the Lipschitz property of the set-valued map describing the quantum
stochastic control. By using a feedback multivalued map, we also prove a charac-
terization of optimal solutions relating to a noncommutative generalization of
Mayer problem. © 2010 American Institute of Physics. �doi:10.1063/1.3300332�

I. INTRODUCTION

Control theory is one of the major motivations for the development of theory of differential
inclusions. Most problems in classical control theory can be reformulated and solved via set-
valued approach. An extensive study of differential inclusions and applications can be found in
Refs. 1 and 2. Optimal control theory is a systematic approach to controller design, whereby the
desired performance objectives are encoded in a cost function, which is subsequently optimized to
determine the desired controller. The two fundamental tools of optimal control are dynamic pro-
gramming and Pontryagin’s principle. Dynamic programming is a means by which candidate
optimal controls can be verified optimal.7 The procedure is to find a suitable solution to a dynamic
programming equation �DPE�, which encodes the optimal performance and to use it to compare
the performance of a candidate optimal control. Candidate controls may be determined from
Pontryagin’s principle or directly from the solution to the DPE. In general, it is difficult to solve
DPEs. In continuous time, the DPE is a nonlinear partial differential equation, commonly called
the Hamilton–Jacobi–Bellman equation. This equation is generally nonsmooth. For a detailed
study of nonsmooth analysis and control theory, see Ref. 6.

In Ref. 5, the control process that minimizes the quadratic performance functional associated
with a quantum system whose evolution is described by Hudson–Parthasarathy-type11 stochastic
differential equation on Fock space was explicitly computed. Moreover, it was shown that the
noisy-infinite dimensional Ricatti equation associated with this problem has a unique solution.3

In an earlier work, Belavkin4 considered quantum stochastic control, but the Hamilton–
Jacobi–Bellman equation for quantum optimal feedback was derived in Ref. 10. The value func-
tion is the unique viscosity solution to the Hamilton–Jacobi–Bellman equation. The Mayer prob-
lem of control is concerned with the minimization problem arising from the control.

In Ref. 8, Ekhaguere formulated a multivalued analog of quantum stochastic calculus of
Hudson and Parthasarathy setting. This formulation is a motivation for the study of quantum
stochastic control via set-valued analysis. This work is concerned with the study of regularity
property of value function which is inherited from multivalued stochastic processes involved. The
Mayer problem associated with the problem is shown to have at least one optimal solution when
the value function is directionally differentiable.9

In Sec. II, preliminaries on quantum stochastic differential inclusions and quantum stochastic
control shall be considered. Section III shall be for the statement and proof of the main result.
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II. PRELIMINARIES

In this section we define the basic notations that shall be employed in sequel. We also state the
fundamental result which shall be used in the proof of our main results.

Notations. Let Lw
+�D ,H� be the set of all linear maps x from a pre-Hilbert space D to its

completion H. Now let D be a pre-Hilbert space with completion H. E, Et, and Et, t�0 be linear
spaces generated by the exponential vectors in Fock spaces ��LY

2 �R+��, ��LY
2 ��0, t���, and

��LY
2 ��t ,���� respectively; where LY

2 �R� �resp. LY
2 ��0, t�� ��LY

2 ��t ,���t�R+��, is the space of square
integrable Y-valued maps on R+��0, t� , �t ,��� for some fixed Hilbert space Y.

A � Lw
+�D�� E,H � ��LY

2 �R+��� ,

At � Lw
+�D�� Et,H � ��LY

2 ��0,t���� � It,

At � It � Lw
+�Et,��LY

2 ��t,�����, t � 0,

where �� denotes algebraic tensor product and It�It� denotes the identity map on H
� ��LY

2 ��0, t��� ���LY
2 ��t ,�����, t�0.

Let the inner product of the Hilbert space H � ��LY
2 �R+�� be denoted by �· , ·�, and � · � the norm

induced by �· , ·�.
Let �D�� E�� denote the set of all sequences �= 	�n
n=1

� , �= 	�n
n=1
� of members of D�� E, such

that

�
n=1

�

���n,x�n�� � � ∀ x � Ã ,

then the family of seminorms

	� · ���:�,� � �D�� E��
 ,

where �x��� = �
n=1

�

���n,x�n��, x � Ã,�,� � �D�� E��

generates a topology ��w, �-weak topology.
The completion of the locally convex spaces �A ,��w�, �At ,��w�, and �At ,��w� are, respec-

tively, Ã, Ãt, and Ãt.12

A. Quantum stochastic differential inclusions

�a� By a multivalued stochastic process indexed by I�R+, we mean a multifunction on I with

values in clos�Ã�.
�b� If 	 is a multivalued stochastic process indexed by I�R+, then a selection of 	 is a

stochastic process X : I→Ã with the property that X�t��	�t� for almost all t� I.
�c� A multivalued stochastic process 	 will be called as follows.

�i� Adapted if 	�t��Ãt for each t�R+.

�ii� Measurable if t�d���x ,	�t�� is measurable for arbitrary x�Ã �� ,��D�� E��.
�iii� Locally absolutely p-integrable if t� �	�t����, t�R+, lies in Lloc

p �I� for arbitrary �, �
� �D�� E��.

�iv� Let N�Ã, a map
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	:I 
 N → 2Ã

is said to be Lipschitzian if for each �, �� �D�� E��, there exists K��
	 : I→ �0,�� in

Lloc
1 �I�, such that

����	�t,x�,	�t,y�� � K��
	 �t��x − y���

for all x, y�N and almost all t� I.

�v� We say that a multifunction 	 is upper semicontinuous at x0�Ã if for any open
neighborhood N containing 	�x0� there exists a neighborhood M of x0 such that
	�M��M.

We state some other notations which shall be employed.

�1� The set of all absolutely p-integrable multivalued stochastic processes will be denoted by

Lloc
p �Ã�mvs.

�2� For p� �0,�� and I�R+, Lloc
p �I
Ã�mvs is the set of maps 	 : I
Ã→close�Ã�, such that

t�	�t ,X�t��, t� I lies in Lloc
p �Ã�mvs, for every X�Lloc

p �Ã�.
�3� If 	�Lloc

p �I
Ã�mvs, then

Lp�	� � 	
 � Lloc
p �Ã�:
 is a selection of 	
 .

In the sequel, f , g�LY,loc
� �R+�, ��LB�Y�,loc

� �R+�, I is the identity map on H � ��LY
2 �R+��, and

M is any of the stochastic processes Af, Ag
+, ��, and s�sI, s�R+.

We introduce stochastic integral �differential� expression as follows.

If 	�Lloc
2 �I
Ã�mvs and �t ,X�� I
Lloc

2 �Ã�, then we define



t0

t

	�s,X�s��dM�s� � �

t0

t


�s�dM�s�;
 � L2�	�� .

This leads to the definition of quantum stochastic differential �integral� inclusion which is a
multivalued analog of quantum stochastic differential equations of Hudson and Parthasarathy.11

We adopt the formulation of quantum stochastic differential inclusions of Ref. 8 as follows.

Let E, F, G, H�Lloc
2 �I
Ã�mvs, and �t0 ,x0� be a fixed point of I
Ã. Then, a relation of the

form

X�t� � x0 + 

t0

t

�E�s,X�s��d���s� + F�s,X�s��dAf�s� + G�s,X�s��dAg
+�s� + H�s,X�s��ds t � I�

will be called a stochastic integral inclusion with coefficients E, F, G, H, and initial data �t0 ,x0�.
The stochastic differential inclusion corresponding to the integral inclusion above is

dX�t� � E�t,X�t��d���t� + F�t,X�t��dAf�t� + G�t,X�t��dAg
+�t� + H�t,X�t��dt ,

�1�
X�t0� = x0 almost all t � I

By a solution of �1�, we mean an adapted �-weakly absolutely continuous stochastic process 


�Lloc
2 �Ã�, such that

d
�t� � E�t,
�t��d���t� + F�t,
�t��dAf�t� + G�t,
�t��dAg
+�t� + H�t,
�t��dt ,
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�t0� = x0 almost all t � I .

By using the matrix elements of quantum stochastic calculus of Hudson and Parthasarathy;11 a
sesquilinear equivalent form of �4� was established in Theorem 6.2 of Ekhaguere.8 These multi-
valued sesquilinear maps were defined as follows.

For �, �� �D�� E��, with �=c � e���, �=d � e���, define

���,��,��:I → C,I � R+

by

����t� = ���t�,��t���t��Y,

���t� = �f�t�,��t��Y,

���t� = ���t�,g�t��Y,

t� I, f , g�LY,loc
2 �R+� �locally bounded square integrable Y-valued maps on R+�, ��LB�Y�,loc

� �the
space of all measurable, locally bounded maps from R+ to B�Y�, the Banach space of bounded

endomorphisms of Y�. To these functions we associate the maps �E, �F, �G, P from I
Ã with
set of sesquilinear forms on �D�� E�� defined by

��E��t,x���,�� = 	��,����t�p�t,x���:p�t,x� � E�t,x�
 ,

��F��t,x���,�� = 	��,���t�q�t,x���:q�t,x� � F�t,x�
 ,

��G��t,x���,�� = 	��,���t�u�t,x���:u�t,x� � G�t,x�
 ,

P�t,x���,�� = ��E��t,x���,�� + ��F��t,x���,�� + ��G��t,x���,�� + H�t,x���,�� ,

H�t,x���,�� = 	v�t,x���,��:v�. ,X� . �� is a selection of H�. ,X� . �� ∀ X � Lloc
2 �Ã�
 .

Then problem �1� is equivalent to �2�

d

dt
��,X�t��� � P�t,X�t����,�� ,

�2�
X�t0� = x0,

for arbitrary �, �� �D�� E��, almost all t� I.

III. MAYER PROBLEM

Let T�0, Z a complete separable metric space, called the space of admissible controls;

U : �0,T�→2Z, and P : �0,T�
Ã
Z→2sesq�D�� E�2
are multivalued maps.

We associate with it the control system

d

dt
��,X�t��� = P�t,X�t�,u�t����,��, u�t� � U�t� , �3�

where P is a selection of P
Let an extended function g :Ã→R� 	+�
 and �0�Ã be given. The Mayer optimal quantum

stochastic control problem associated with the control system �3� is the minimization problem,
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min E	g�X�T��:X is a solution of�1�,X�0� = �0
 .

The value function associated with this problem is defined by, for all �t0 ,x0�� �0,T�
Ã,

V�t0,x0� = inf E	g�X�T��:X is a solution of�1�,X�t0� = x0
 .

A. Remark

We remark that quantum stochastic control has vast applications to quantum physics, for
example;

�i� to determine the optimal trajectory which minimizes the functional corresponding to quan-
tum stochastic kinetic equations of Vlassov and Boltzmann type, in quantum mechanics;10

�ii� control of the evolution of a physical system, such as the position of a quantum particle
described by a quantum stochastic differential equation;5

�iii� control of a qubit system in quantum information;10 to mention a few.

B. Lipschitz continuity of the value function

Consider an extended function g :Ã→R� 	+�
, E, F, G, �H�Lloc
2 �0,T�
Ã�, ��0�Ã� and

the differential inclusion,

dX�t� � E�t,X�t��d���t� + F�t,X�t��dAf�t� + G�t,X�t��dAg
+�t� + H�t,X�t��dt almost everywhere.

�4�

We investigate the minimization problem,

min E	g�X�T��:X is a solution to �4�, X�0� = �0
 .

The corresponding value function is given by, for all �t0 ,x0�� �0,T�
Ã,

V�t0,x0� = inf E	g�X�T��:X is a solution of �4�, X�t0� = x0
 , �5�

where minimum is considered over all adapted stochastic control processes X� · �.
Let S�t0,T��x0� denote the set of solutions of �4� starting at x0 at time t0 and defined on the

interval �t0 ,T�. The value function is nondecreasing along solutions of �4�,

∀x � S�t0,T��x0�, ∀ t0 � t1 � t2 � T ,

V�t1,X�t1�� � V�t2,X�t2��

and satisfies the dynamic programming principle,

∀t � �t0,T�,V�t0,x0� = inf E	V�t,X�t��:x � S�t0,T��x0�
 , �6�

x�S�t0,T��x0� is optimal for problem �5� if and only if

V�t,X�t�� � g�X�T�� .

We impose the following assumptions on E, F, G, H, and g,

023521-5 Quantum stochastic control J. Math. Phys. 51, 023521 �2010�



�i� E,F,G,H has closed nonempty images,

�ii� ∀ X � Ã,E�· ,X�,F�· ,X�,G�· ,X�,H�· ,X� is measurable,

�iii� E,F,G,H is Lipschitz,

�iv� ∃ � � L1�0,T�, ∀ t � �0,T�,�E�t,0����d���t�
+ �F�t,0����dAf�t� + �G�t,0����dAg

+�t� + �H�t,0����dt � ��t� ,

�v� g is locally Lipschitz.

�7�

Theorem 1: Assume (7). Then for every R�0, there exists LR�0, such that

(i) for all �t0 ,x0��QR and every solution

X � S�t0,T��x0�, ∀ t � �t0,T�,�X��� � LR

and the map �t0 ,T�� t�V�t ,X�t�� is absolutely continuous.

Furthermore, for almost every t� �t0 ,T�, the directional derivative ��V /��1,X��t����t ,X�t��
does exist.

(ii) For all t� �t0 ,T�, V�t , ·� is LR-Lipschitz on BR�0�.

Finally, if for all R�0, there exists CR�0, such that for

a . e . t � �0,T�, ∀ X � BR�0�, sup
Y�	�t,X�

�Y��� � CR �8�

�	� 	E ,F ,G ,H
�, then for every R�0, there exists CR�0, such that ∀X�BR�0�, V�· ,X� is
CR-Lipschitz.

Proof: Consider any solution X�S�t0,T��x0� of differential inclusion �4�. Then for almost all
t� �t0 ,T�,

dX�t� � E�t,X�t��d���t� + F�t,X�t��dAf�t� + G�t,X�t��dAg
+�t� + H�t,X�t��dt � �E�t,0����d���t�

+ �F�t,0����dAf�t� + �G�t,0����dAg
+�t� + �H�t,0����dt + k�t��x�t����B��.

Then ∀t� �t0 ,T�,

�X�t���� � �x0��� + 

t0

t

��s�ds + 

t0

t

k�s��X�s����ds .

This and Gronwall’s lemma yield the first statement. Since V is locally Lipschitz, we deduce �ii�
from Filippov’s theorem.

Let X1�S�t0,T��x0�. We claim that the map t→V�t ,X1�t�� is absolutely continuous. Indeed fix
t0� t1� t2�T. By �4�, there exists X2�S�t1,T��Xt1

�, such that

V�t2,X2�t2�� � V�t1,X1�t1�� + �t2 − t1� .

Then from �i� we deduce that for i=1,2,

�Xi�t2� − Xi�t1���� � 

t1

t2

��s�ds + 

t1

t2

k�s��Xi�s����ds � 

t1

t2

��s�ds + L�x0�

t1

t2

k�s�ds .

Thus, by �ii�, for a constant L depending only on �x0���,

0 � V�t2,X1�t2�� − V�t1,X1�t1��

� V�t2,X1�t2�� − V�t2,X2�t2�� + �t2 − t1�

� L�X1�t2� − X2�t2���� + �t2 − t1�
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� L��X1�t2� − X1�t1� + X2�t2� − X1�t1����� + �t2 − t1�

� 2L

t1

t2

��s�ds + 2L�x0���
L


t1

t2

k�s�ds + �t2 − t1� . �9�

Recall the following characterization of absolutely continuous maps.
A function f : �a ,b�→R is absolutely continuous if and only if

�i� ∃v�f��0, ∀a=a1�b1� ¯ �am�bm=b,

�
i=1

m

�f�bi� − f�ai�� � v�f� ,

�ii� ∀��0, ∃��0, such that ∀a�ai�bi�b, i=1, . . . ,m satisfying �ai ,bi�� �aj ,bj�=� for i
� j, �i=1

m �bi−ai��� we have �i=1
m �f�bi�− f�ai����.

Thus, by �9� the map t→
�t�=V�t ,X1�t�� is absolutely continuous.
Fix t� �t0 ,T�, such that 
 and X1 are differentiable at t. Then from the local Lipschitz

continuity of V with respect to the second variable,

lim
h→0+

V�t + h,X1�t� + hX1��t� − V�t,X1�t���
h

= lim
h→0+


�t + h� − 
�t�
h

.

To prove the last statement of the theorem, observe that �6� and �i� imply that for all R�0, there
exists lR, such that every X�S�t0,T��x0� is lR Lipschitz whenever x0�BR�0�. Fix 0� t0� t1�T,
x0�BR�0�. By �6� there exists X�S�t0,T��x0�, such that V�t1 ,X�t1���V�t0 ,x0�+ �t1− t0�. Then

�V�t1,x0� − V�t0,x0�� � �V�t1,X�t1�� − V�t0,x0�� + �V�t1,X�t1�� − V�t1,x0�� � �t1 − t0� + LR�X�t1� − x0���

� �LRlR + 1��t1 − t0� .

Existence of optimal solution. To characterize optimal solutions we introduce the following

feedback map, G : �0,T�
Ã→2Ã, defined by

∀�t,x� � �0,T� 
 ÃG�t,x� = �v � ��t,X�:
�V

��1,v�
�t,X� = 0� ,

where

��t,X� � E�t,X�t��d���t� + F�t,X�t��dAf�t� + G�t,X�t��dAg
+�t� + H�t,X�t��dt .

�

Proposition 2: Assume (7). If for some �t0 ,x0�� �0,T�
Ã, E, F, G, H is lower semicontinu-
ous at �t0 ,x0� and for some v�co���t0 ,x0��, the directional derivative of V at �t0 ,x0� in the
direction �1,v� exists, then this directional derivative is non-negative.

Proof: Consider a solution X� · � of quantum stochastic differential inclusion �2� satisfying
X�t0�=x0, dX�t0�=v. Since V�t , ·� is Lipschitz on a neighborhood of x0 with the Lipschitz constant
independent of t and since V is nondecreasing along solutions to �2�,

lim
h→0+

V�t0 + h,x0 + hv� − V�t0,x0�
h

= lim
h→0+

V�t0 + h,x�t0 + h� − V�t0,x0��
h

� 0.

�

If E, F, G, H are closed valued, then G has compact nonempty images and is upper semicon-
tinuous, since Graph�G� will be closed.

Theorem 3: Assume (7) and let t0� �0,T�. Then the following two statements are equivalent.
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(i) X is a solution of the quantum stochastic differential inclusion,

dX�t� � G�t,X�t��dt almost everywhere in�t0,T� . �10�

(ii) X is a solution of quantum stochastic differential inclusion (2) defined on �t0 ,T� and for
every t� �t0 ,T� V�t ,X�t��=g�x�T��.

Proof: Fix a solution X of �4� defined on �t0 ,T� and set 
�t�=V�t ,X�t��. By Theorem 1, 
 is
absolutely continuous and for almost all t� �t0 ,T�,


��t� =
�V

��1,X��t��
�t,X�t�� .

Assume that �i� holds true. Hence, for almost every t� �t0 ,T�, the set G�t ,X�t�� is nonempty and

��t�=0 almost everywhere in �t0 ,T�. Consequently 
�V�T ,X�T��=g�x�T��.

Assume next that �ii� is verified. Then, differentiating the map t�
�t�, we obtain that for
every t0� t�T, 
��t�=0. Therefore, for almost all t� �t0 ,T�, dX�t��G�t ,X�t��dt. �

Corollary 4: Assume (7). Then, a solution X�S�t0,T��x0� is optimal for problem (3) if and only

if it is a solution of quantum stochastic differential inclusion (9), satisfying the initial condition
X�t0�=x0.
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Abstract In this paper, we establish results on continuous mappings of the space of
the matrix elements of an arbitrary nonempty set of pseudo solutions of non Lipschitz
quantum Stochastic differential inclusion (QSDI) into the space of thematrix elements
of its solutions. we show that under the non Lipschitz condition, the space of thematrix
elements of solutions is still an absolute retract, contractible, locally and integrally
connected in an arbitrary dimension. The results here generalize existing results in the
literature.
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1 Introduction

We establish some results on topological properties of solution sets of a non Lip-
schitzian quantum stochastic differential inclusions given by

dX (t) ∈ E(X (t), t)d ∧π (t) + F(X (t), t)d Ag(t)

+G(X (t), t)d A f +(t) + H(X (t), t)dt), X (t0) = a, t ∈ [t0, T ] ⊆ R+
(1.1)
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Inclusion (1.1) is best understood in integral form as

X (t) ∈ a +
∫ t

t0
(E(X (s), s)d ∧π (s) + F(X (s), s)d Ag(s)

+G(X (s), s)d A f +(s) + H(X (s), s)ds), t ∈ [t0, T ] ⊆ R+ (1.2)

Inclusion (1.2) is understood in the framework of the Hudson and Parthasarathy for-
mulation of QSDEs, see [10]. Existence and uniqueness of inclusion (1.1) in equation
form has been established in [4] under some general Lipschitz condition. We consider
the equivalent non-classical QSDI given by

d

dt
〈η, X (t)ξ 〉 ∈ P(X, t)(η, ξ)

X (t0) ∈ a, t ∈ [t0, T ], (1.3)

Inclusion (1.3) is a first order non-classical ordinary differential inclusion with a
multivalued sesquilinear form valued map P as the right hand side. For more on
inclusion (1.3) and the explicit form of the multivalued sesquilinear form map
(X, t) → P(X, t)(η, ξ) on D⊗E appearing in inclusion (1.3) see [1,6] and the
references there in. In what follows, we employ the locally convex space Ã of noncom-
mutative stochastic processes whose topology is generated by the family of seminorms
defined in [1].

In this work, we consider QSDI (1.3) where the map x → P(t, x)(η, ξ) is nec-
essarily not Lipschitzian with values that are closed subsets of the field of complex
numbers. In [5], in order to generalize the results in [2], we used the following results
to establish some properties of solution sets of non-Lipschitzian QSDI (1.3).

It was established that for the non-Lipschitzian inclusion (1.3) corresponding to
each pseudo solution process Y ∈ Ad(Ã)wac, where

d

(
d

dt
〈η,Y (t)ξ 〉 , P(t,Y (t))(η, ξ)

)
≤ Wρηξ (t), t ∈ [t0, T ],

ρηξ ∈ L1
loc([t0, T ]), there corresponds a solution R(Y ) ∈ ST (Y (t0)) such that

‖Y (t) − R(Y )(t)‖ηξ ≤ Eηξ (t), t ∈ [t0, T ] (1.4)

and
∣∣∣∣ ddt 〈η, Y (t)ξ 〉 − d

dt
〈η, R(Y )(t)ξ 〉

∣∣∣∣
≤ W (Kηξ (t)Eηξ (t) + ρηξ (t)), t ∈ [t0, T ] (1.5)

where Eηξ (t) and Kηξ (t) are as defined in [1] but with W (t) �= t.
This paper is therefore concerned with similar extension of the results in the litera-

ture to a class of inclusion that does not depend on the Lipschitz condition W (t) = t .
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This paper is organized as follows.In Sect. 2, we present some definitions, prelim-
inary results and notations while Sect. 3 is devoted to the main results of our work.

2 Notations and preliminary results

From the references [1,6],we adopt the notations and definitions of the spaces clos(Ã),
N , clos(N ), comp(N ), wac(Ã), the space of complex functions wac(Ã)(η, ξ). For
any element y ∈ AC([t0, T ],C), we employ the norm defined by

|y|AC := |y(t0)| +
∫ T

t0

∣∣∣∣dydt (t)

∣∣∣∣ dt,

and for any nonempty setY ∈ clos(AC([t0, T ],C)), we employ the point - set distance
defined by: dAC (y,Y ) := in fz∈Y |y − z|AC , the distance d(x, A) of a point x from a
set A ∈ clos(C) is defined by d(x, A) = in f {|x − a| : a ∈ A}. Hence, (2.1) in [1]
holds in this case.

For� ∈ wac(Ã), M ∈ clos(wac(Ã)),wedefinedηξ (�, M) := in fu∈M |�−u|ηξ

and the set of all solutions of QSDI (1.3) is defined by

S(T )(P) :=
⋃
a∈Ã

S(T )(a)

and the associated space of absolutely continuous convex valued functions correspond-
ing to each pair of η, ξ ∈ D⊗E by

S(T )(P) := {〈η,�(.)ξ 〉 : � ∈ S(T )(P)
}
.

The map (t, x) → P(t, x)(η, ξ) appearing in (1.3) is assumed to satisfy the following
conditions .

(1) For each point (t, x) ∈ I × Ã and η, ξ ∈ D⊗E, the values of P(t, x)(η, ξ) are
still nonempty closed, subsets of the field C of complex numbers.

(2) The map t ∈→ P(t, x)(η, ξ) is measurable
(3) There exists a measurable map K p

ηξ : [0, T ] → R+ lying in L I
loc([t0, T ]) such

that

ρ(P(t, x)(η, ξ) − P(t, y)(η, ξ)) ≤ K p
ηξ (t)W

(‖x − y‖ηξ

)

for t ∈ [0, T ], and for each pair x, y ∈ Ã.

2.1 Remark

(i) The conditions (1) and (2) are similar to the conditions S(i) and S(i i) in [1], while
condition S(i i i) in [1] has been been replaced with condition (3) where W (t) �= t .
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For arbitrary pair of elements η, ξ ∈ D⊗E, and for any process y ∈ wac(Ã)

and a family of processes {y j } j≥0 ⊆ wac(Ã), we employ the respective notations
yηξ (.), yηξ , j (.), j = 0, 1, ... as in [1]. For any non empty subset M ⊆ wac(Ã) we
define the function space M(η, ξ) := {�ηξ (.) := 〈η,�(.)ξ 〉 : � ∈ M} and for any
element yηξ (.) ∈ M(η, ξ), we define the number

�(yηξ ) := dAC (yηξ (.), S(P)(η, ξ)).

(ii) We adopt the conditions of definition 2.1 in [1], since the Lipschitz function is not
explicitly dependent on time.

Again we adopt the following result established in [1] for the same reason explained
in (ii) above. We only state the Lemma and refer the reader to the reference [1]. Hence
all results of Lemma 2.2 established in [1] hold in this case.

Remark: Proposition 2.2 has been established in [1], under the Lipschitz condition
W (t) = t . Hence here, we shall only write out the major changes due to the general
Lipschitz condition defined above.

3 Major results

In this section, we present our major results. The method we employ here are simple
extension of the methods employed in [1] and the references there in.

Theorem 3.1 Assume that the map (t, x) → P(t, x)(η, ξ) satisfies conditions (1) to
(3). Also assume that a non empty set M ⊂ wac(Ã) is given and there exist positive
functions ρηξ , Nηξ : [t0, T ] → R+ lying in L1

loc([t0, T ],R+) such that

d

(
d

dt
〈η,Y (t)ξ 〉 , P(t,Y (t))(η, ξ)

)
≤ Wρηξ (t),

and

∣∣∣∣ ddt 〈η,Y (t)ξ 〉
∣∣∣∣ ≤ Nηξ (t), t ∈ [t0, T ],Y ∈ M.

Then for arbitrary ε > 0, there exists a continuous map R : M(η, ξ) → S(T )(P)(η, ξ)

in the norm topology of the space AC([t0, T ],C) such that:

1. R(yηξ (.))(t0) = yηξ (t0).
2. R(yηξ (.)) = yηξ (.), for yηξ ∈ M(η, ξ)

⋂
S(T )(P)(η, ξ).

3. |R(yηξ (.))(t)−yηξ (t)| ≤ WEηξ (t)+ε, t ∈ [t0, T ], yηξ ∈M(η, ξ)\ S(T )(P)(η, ξ)

Proof Let ε > 0 be given and for k = 0, 1, 2, . . . define a sequence of real positive
numbers that depend on η, ξ by:

ak = ε

2k+2exp
[
2WMηξ (T )

] (3.1)
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Then there exists a number σ0 = σ0(η, ξ) depending on η, ξ such tha t

a0 ∈
(
0,

σ0

3 + 4WMηξ (T )

)

and

∫
A
Nηξ (t)dt < α0 (3.2)

for every measurable set A ⊆ [t0, T ] satisfying μ(A) < σ0. The results (3.3) to (3.18)
in [1] hold here. ��

Next by (3.18), we have

d

(
G0(yηξ )(t), P(t, y(t0) +

∫ t

t0
g0(y)(s)ds)(η, ξ)

)

= d

(
B(yηξ, j )(t), P(t, y(t0) +

∫ t

t0
g0(y)(s)ds)(η, ξ)

)

≤ d

(
d

dt

〈
η, y j (t)ξ

〉 + Bηξ, j (t) − d

dt

〈
η, y j (t)ξ

〉
, P(t, y j (t)(η, ξ)

)

+ρ

(
P(t, y j (t)(η, ξ), P(t, y(t0) +

∫ t

t0
g0(y)(s)ds)(η, ξ)

)

≤ d

(
d

dt

〈
η, y j (t)ξ

〉
, P(t, y j (t))(η, ξ)

)
+

∣∣∣∣Bηξ, j (t) − d

dt

〈
η, y j (t)ξ

〉∣∣∣∣
+Kηξ (t)W

(∥∥∥∥y j (t) − y(t) + y(t) −
∫ t

t0
g0(y)(s)ds)

∥∥∥∥
ηξ

)

= d

(
d

dt

〈
η, y j (t)ξ

〉
, P(t, y j (t))(η, ξ)

)
+

∣∣∣∣Bηξ, j (t) − d

dt

〈
η, y j (t)ξ

〉∣∣∣∣
+Kηξ (t)W |yηξ, j (t) − yηξ (t)| + Kηξ (t)W

∣∣∣∣yηξ (t) − yηξ (t0)
∫ t

t0
G0(yηξ )(s)ds

∣∣∣∣
≤ d

(
d

dt

〈
η, y j (t)ξ

〉
, P(t, y j (t))(η, ξ)

)
+

∣∣∣∣Bηξ, j (t) − d

dt

〈
η, y j (t)ξ

〉∣∣∣∣
+Kηξ (t)W

∣∣yηξ, j (t) − yηξ (t)
∣∣ + 3σ0WKηξ (t) by (3.18) (3.19)

≤ d

(
d

dt

〈
η, y j (t)ξ

〉
, P(t, y j (t))(η, ξ)

)
+ βηξ (t) (3.20)

where

βηξ (t) = 4σ0WKηξ (t) +
∑
j≥1

∣∣∣∣Bηξ, j (t) − d

dt

〈
η, y j (t)ξ

〉∣∣∣∣ (3.21)
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The estimate given by (3.20) holds by applying (3.17) in [1]. Again by applying
(3.2) and (3.3) in [2006] to (3.21) above we get

∫ T

t0
βηξ (t)dt := |βηξ (.)|L1 < α0. (3.22)

Next, we shall establish a sequence of

1. Continuous decomposition {T k
j (yηξ )} j≥1, k ≥ 0 of the interval [t0, T ] correspond-

ing to a stochastic process y ∈ M\S(T )(P) with the associated matrix element
yηξ ∈ M(η, ξ)\S(T )(P)(η, ξ).

2. Mappings gk : M → L1
loc(Ã) with the associated continuous sequence of maps

Gk : M(η, ξ) → L1
loc([t0, T ],C), and

3. Functions ζηξ,k(.), Nηξ,k(.) ∈ L1([t0, T ],R+) corresponding to arbitrary pair of
elements η, ξ ∈ D⊗E.

By induction hypothesis, suppose that (i), (ii) and (iii) have been constructed and let

Ik(y)(t) = y(t0) +
∫ t

t0
gk(y)(s)ds, y ∈ M, k ≥ 0

and the results (3.23), (3.24) and (3.25) in [1] also hold for k = 0 in this case.
Similarly by applying Lemma 2.2 to the set y ∈ M(η, ξ)\S(T )(P)(η, ξ) and some

additional conditions in [1], we see that (3.26) to (2.29) in [1] hold here again.
For T ∈ T k+1

j (yηξ ) and by (3.28) in [1], we have:

∣∣Gk(yηξ )(t) − Gk+1(yηξ )(t)
∣∣ = ∣∣Gk(yηξ )(t) −Uηξ, j (t)

∣∣
≤ ∣∣Uηξ, j (t) − Gk(yηξ, j )(t)

∣∣ + ∣∣Gk(yηξ, j )(t) − Gk(yηξ )(t)
∣∣

= d(Gk(yηξ )(t), P(t, Ik(y)(t))(η, ξ)) + ∣∣Gk(yηξ, j )(t) − Gk(yηξ )(t)
∣∣

≤ d(Gk(yηξ, j )(t), P(t, Ik(y)(t))(η, ξ)) + ρ(P(t, Ik(y)(t))(η, ξ)

−P(t, Ik(y j )(t))(η, ξ))

+ ∣∣Gk(yηξ, j )(t) − Gk(yηξ )(t)
∣∣

≤ d(Gk(yηξ )(t), P(t, Ik(y)(t))(η, ξ)) + ρ(P(t, Ik(y)(t))(η, ξ)

−P(t, Ik(y j )(t))(η, ξ))

+2
∣∣Gk(yηξ, j )(t) − Gk(yηξ )(t)

∣∣
≤ d(Gk(yηξ )(t), P(t, Ik(y)(t))(η, ξ)) + Kηξ (t)W

(∣∣Ik(yηξ )(t) − Ik(yηξ, j (t)
∣∣)

+2
∑
j≥1

χT k+1
j (yηξ )∩(T k

i (yηξ, j )�T k
i (yηξ ))

(t)Nηξ,k(t). (3.30)

Furthermore, we have

d(Gk+1(yηξ )(t), P(t, Ik(y)(t))(η, ξ)) = d(Uηξ, j )(t), P(t, Ik(y)(t))(η, ξ))

≤ ρ(P(t, Ik(y j )(t))(η, ξ) − P(t, Ik(y)(t))(η, ξ))

≤ Kηξ (t)W (|Jk(yηξ, j )(t) − Jk(yηξ, j (t)|). (3.31)
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Applying (3.20), (3.30) and (3.29) in [1], we get (3.32) in [1].
Employing (3.29), (3.30) and (3.31), we have

∫ t

t0
|Gk+1(yηξ )(s) − Gk(yηξ )(s)|ds ≤

∫ t

t0
d(Gk(yηξ )(s), P(s, Ik(yηξ )(s))ds

+αk+1

(
1

6
+ WMηξ (T ) + 2

6WMηξ (T ) + 4

)
≤

∫ t

t0
d(Gk(yηξ )(s), P(s, Ik−1(yηξ )(s))ds

+
∫ t

t0
ρ(P(s, Ik(y)(s))(η, ξ), P(s, Ik−1(y)(s))(η, ξ))ds

+αk+1

(
1

6
+ WMηξ (T ) + 2

6WMηξ (T ) + 4

)

≤
∫ t

t0
d(Gk(yηξ )(s), P(s, Ik−1(yηξ )(s))ds

+
∫ t

t0
Kηξ (s)W

∣∣Jk(yηξ )(s) − Jk−1(yηξ )(s)
∣∣ ds

+αk+1

(
1

6
+ WMηξ (T ) + 2

6WMηξ (T ) + 1

)

≤
∫ t

t0
Kηξ (s)W

∣∣Jk(yηξ )(s) − Jk−1(yηξ )(s)
∣∣ ds + αk+1 (3.33)

Continuing the iteration in (3.33) and using (3.32) and the relation

∣∣Jk(yηξ )(s) − Jk−1(yηξ )(s)
∣∣ ≤

∫ t

t0

∣∣(Gk(yηξ )(u), (Gk−1(yηξ )(u))
∣∣ du

by induction, we have

∫ t

t0

∣∣(Gk(yηξ )(s), (Gk−1(yηξ )(s))
∣∣ ds

≤
∫ t

t0

W
(
Mηξ

)
(t) − (

Mηξ (s)
)k

k! ρηξ (s)ds + αk+1

+W

(
Mηξ (T )αk + · · · + (Mηξ )(t))k

k! α1 +
(
Mηξ )(t)

)k
k! α0

)

≤
∫ t

t0

W
(
Mηξ

)
(t) − (

Mηξ (s)
)k

k! ρηξ (s)ds + ε

2k+3 + W (Mηξ )(t))k

k! α0 (3.34)

Applying (3.29), (3.31), (3.34) and the Lipschitz condition W (t) �= t , we get:

d(Gk+1(yηξ )(t), P(t, Ik+1(y)(t)(η, ξ))

≤ d(Gk+1(yηξ )(t), P(t, Ik(yηξ )(t)) + Kηξ (t)W |Jk+1(yηξ )(t) − Jk(yηξ )(t)|
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≤ Kηξ (s)W

(
αk+1

Mηξ (T )
+

∫ t

t0

(Mηξ )(t) − (Mηξ (s))k

k! ρηξ (s)ds

+ ε

2k+3 + (Mηξ )(t))k

k! α0

)

:= Wζηξ,k+1(t) (3.35)

Showing that the map ζηξ,k+1(.) ∈ L1([t0, T ],R+) with W (t) �= t .

Remark Following the procedure of [1] and the conclusion of Lemma 2.2we can show
in a similar manner that the map Gk+1 : M(η, ξ) → L1([t0, T ],C) is continuous,
and hence every other results holds concerning the map.

Let y ∈ M(η, ξ). Summing of the inequalities in (3.34) and applying the definition of
α0, we have:

∫ t

t0

∣∣Gk+1(yηξ )(s) − G0(yηξ )(s)
∣∣ ds

≤ W
∫ t

t0
exp(Mηξ (t) − Mηξ (s))ρηξ (s)ds +

k∑
v=0

ε

2v+3 + Wexp(Mη,ξ (t))α0

≤ W
∫ t

t0
exp(Mηξ (t) − Mηξ (s))ρηξ (s)ds + 2ε

23
+ ε

W4exp(2Mη,ξ (T ))

≤ W
∫ t

t0
exp(Mηξ (t) − Mηξ (s))ρηξ (s)ds + ε

2
(3.36)

By employing (3.36) and (3.18), we obtain:

∣∣Jk+1(yηξ )(t) − (yηξ )(t)
∣∣

≤ ∣∣Jk+1(yηξ )(t) − J0(yηξ )(t)
∣∣ + ∣∣J0(yηξ )(t) − (yηξ )(t)

∣∣
≤ W

∫ t

t0
exp(Mηξ (t) − Mηξ (s))ρηξ (s)ds + ε

2
+ ε

W4exp(2Mη,ξ (T ))

≤ WEηξ (t) + ε (3.37)

Since

∣∣Jk+1(yηξ ) − Jk(yηξ )
∣∣
AC = ∣∣Jk+1(yηξ )(t0) − Jk(yηξ )(t0)

∣∣
+

∫ T

t0

∣∣gk+1(yηξ )(s) − gk(yηξ )(s)
∣∣ ds, yηξ ∈ M(η, ξ),

then from (3.34), we conclude as in [1] that the sequence of functions {Jk(yηξ } con-
verges in AC([t0, T ],C) to a function R(yηξ ) ∈ AC([t0, T ],C). Given that the
sequence {Jk(yηξ )} ∈ wac(Ã),

〈η, Ik(y)(t)ξ 〉 − 〈η, Jk(y)(t)ξ 〉 , y ∈ M
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and

|Ik(y)|ηξ = ‖Ik(y)(t0)‖ηξ +
∫ T

t0

∣∣∣∣ ddt 〈η, Ik(y)(t)ξ 〉
∣∣∣∣ dt

|Jk(yηξ )(t0)| +
∫ T

t0

∣∣∣∣ ddt Jk(yηξ )(t)

∣∣∣∣ dt

Thus by (3.34), the sequence {Ik(yηξ )} is a Cauchy sequence in wac(Ã) which con-
verges to a map F(y) ∈ wac(Ã) where 〈η, F(y)(t)ξ 〉 = R(yηξ )(t) and R(yηξ ) ∈
wac(Ã)(η, ξ). By the continuity of the maps Gk , the map R is also continuous and
every other results in [1] holds here again.

Next, we show as in [1] that F(y) ∈ S(T )(P). We have the following:

d

(
d

dt
〈η, F(y)(t)ξ 〉 , P(t, F(y)(t))(η, ξ)

)

≤ d(Gk+1(yηξ )(t), P(t, Ik(y)(t))(η, ξ)) +
∣∣∣∣ ddt 〈η, F(y)(t)ξ 〉 − Gk+1(yηξ )(t)

∣∣∣∣
+Kηξ (t)W

∣∣ 〈η, F(y)(t)ξ 〉 − 〈η, Ik(y)(t)ξ 〉 ∣∣. (3.38)

Applying (3.31) and (3.29) to d
( d
dt 〈η, y j (t)ξ 〉, P(t, F(y)(t))(η, ξ)

)
of (3.38) and

integrating both sides we get:

∫ T

t0
d

(
d

dt
〈η, F(y)(t)ξ 〉 , P(t, F(y)(t))(η, ξ)

)

≤
∫ T

t0
Kηξ (t)W

⎡
⎣∣∣yηξ, j − yηξ

∣∣
AC +

∫ t

t0

∑
j≥

χT k
i (yηξ, j )�T k

i (yηξ )(s)Nηξ,k(s)ds

⎤
⎦ dt

+
∫ T

t0

(∣∣∣∣ ddt 〈η, F(y)(t)ξ 〉 − Gk+1(yηξ )(t)

∣∣∣∣
+Kηξ (t)W (

∣∣ 〈η, F(y)(t)ξ 〉 − 〈η, Ik(y)(t)ξ 〉 ∣∣)dt
≤ αk+1 +

∫ T

t0

(∣∣∣∣ ddt 〈η, F(y)(t)ξ 〉 − Gk+1(yηξ )(t)

∣∣∣∣
+Kηξ (t)W

∣∣ 〈η, F(y)(t)ξ 〉 − 〈η, Ik(y)(t)ξ 〉 ∣∣) dt.
Taking the limit as k → ∞, we have

d

(
d

dt
〈η, F(y)(t)ξ 〉 , P(t, F(y)(t))(η, ξ)

)
= 0

Hence F(y) ∈ S(T )(P) and therefore

〈η, F(y)(.)ξ 〉 := R(yηξ )(.) ∈ S(T )(P)(η, ξ).
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We have been able to show that the results in [1] need not be restricted to the Lipschitz
condition W (t) = t . But can be extended to a general condition as explained above.
Hence under this condition it is possible to re - construct amapping Y (.) → F(Y (.)) of
an arbitrary nonempty set of pseudo solutions in the space wac(Ã) with the property
that the map Y (.)(η, ξ) → F(Y (.))(η, ξ) is continuous in the topology of the space
wac(Ã)(η, ξ) for each pair η, ξ ∈ D⊗E.

Remark The results of corollaries 3.2, 3.3 and 3.4 in [1] concerning the selection from
the multifunction 〈η, xξ 〉 → S(T )(x)(η, ξ) without any restriction on the domain of
the selection map also holds in this case without any modification.
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Continuous Selections of Solution Sets
of Lipschitzian Quantum Stochastic
Differential Inclusions

E. O. Ayoola1,2

A multifunction associated with the set of solutions of Lipschitzian quantum stochas-
tic differential inclusion (QSDI) admits a selection continuous from some subsets of
complex numbers to the space of the matrix elements of adapted weakly absolutely
continuous quantum stochastic processes. In particular, the solution set map as well as
the reachable set of the QSDI admit some continuous representations.

KEY WORDS: QSDI; continuous selection; adapted processes.

1. INTRODUCTION

This paper is concerned with the problems of continuous selections of mul-
tivalued solution maps of quantum stochastic differential inclusions in integral
form, given by

X (t) ∈ a +
∫ t

0
E(s, X (s))d ∧π (s) + F(s, X (s)) d A f (s)

+G(s, X (s)) d A+
g (s) + H (s, X (s)) ds, almost all t ∈ [0, T ].

(1.1)

QSDI (1.1) is understood in the framework of the Hudson and Parthasarathy (1984)
formulation of Boson quantum stochastic calculus. In the notations and definitions
of various spaces of stochastic processes introduced in the work of Ekhaguere
(1992), the coefficients E , F, G, H, lie in L2

loc([0, T ] × Ã)mvs, where Ã is a lo-
cally convex space and (0, a) ∈ [0, T ] × Ã is a fixed point. The maps f, g, π

appearing in (1.1) lie in some suitable function spaces. The integrators ∧π , A+
g

and A f are the gauge, creation and annihilation processes associated with the

1 The Abdus Salam International Centre for Theoretical Physics, Trieste, Italy.
2 Department of Mathematics, University of Ibadan, Ibadan, Nigeria; e-mail: eoayoola@ictp.

trieste.it.

2041

0020-7748/04/1000-2041/0 C© 2004 Springer Science+Business Media, Inc.



2042 Ayoola

basic field operators of quantum field theory. As in our previous works (Ayoola,
2001, 2003a,b) concerning some approximation of the reachable sets and solutions
of QSDI (1.1), we consider the equivalent form of (1.1) given by

d

dt
〈η, X (t)ξ〉 ∈ P(t , X (t))(η, ξ )

X (0) = a, t ∈ [0, T ]. (1.2)

Inclusion (1.2) is a nonclassical ordinary differential inclusion and the map
(η, ξ ) → P(t , x)(η, ξ ) is a multivalued sesquilinear form on (D⊗E)2 for (t , x) ∈
[0, T ] × Ã. We refer the reader to the works of Ekhaguere (1992, 1995, 1996)
for the explicit forms of the map and the existence results for solutions of QSDI
(1.1) of Lipschitz, hypermaximal monotone and of evolution types. We follow
the fundamental concepts and structures as in the references by employing the
locally convex space Ã of noncommutative stochastic processes whose topology
is generated by the family of seminorms {‖x‖ηξ = |〈η, xξ〉|, x ∈ A, η, ξ ∈ D⊗E}.
Here, as usual, the underlying elements of Ã consists of linear maps from D⊗E into
R ⊗ �(L2

γ (R+)) having domains of their adjoints containing D⊗E. In particular,
the spaces L P

loc(Ã), L∞
γ ,loc(R+), L P

loc(I × Ã) for a fixed Hilbert space γ are being
adopted as in the above references.

In what follows, we consider QSDI (1.2) where the map x → P(t , x)(η, ξ )
is Lipschitzian with values that are closed (not necessarily convex nor bounded)
subsets of the field of complex numbers. The point a ranges in a subset A of Ã
such that the set A(η, ξ ) := {〈η, aξ〉 : a ∈ A} is compact in C.

We denote by S(T )(a) the map that assigns to each point a ∈ A, the set of
solutions of QSDI (1.2) and prove a continuous selection theorem from the map
S(T )(a)(η, ξ ) where

S(T )(a)(η, ξ ) = {〈η, �(·)ξ〉/� ∈ S(T )(a)
}
.

An important consequence of our main result is that the set map 〈η, aξ〉 →
S(T )(a)(η, ξ ) can be continuously represented in the form

g(〈η, aξ〉, U) = S(T )(a)(η, ξ ).

Similar result holds for the case of the map from 〈η, aξ〉 to the set R(T )(a)(η, ξ ),
where

R(T )(a)(η, ξ ) = {〈η, �(T )ξ〉/�(T ) ∈ R(T )(a)
}

is the set of complex numbers associated with the reachable set

R(T )(a) = {
�(T )/� ∈ S(T )(a)

}
of QSDI (1.1) at time T (see our previous work, Ayoola (2003b) for details).

Our results in this work are extensions of the results of Cellina and Ornelas
(1992) to the present noncommutative quantum setting involving inclusions in
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certain locally convex spaces. We adapt the arguments employed in the reference
to conform with our noncommutative stochastic analysis.

Problems of continuous selections of classical differential inclusions have
attracted considerable attention in the literature. Some selection results at the clas-
sical setting can be found in the works of Cellina (1988), Aubin and Cellina (1984),
Fryszkowski (1983), Antosiewicz and Cellina (1975), Colombo et al. (1991) and
the book by Repovs and Semenov (1998). As shown in the work of Cellina and
Ornelas (1992) selection results have been used to show that the solution set-map
and the attainable set admit some continuous parameterizations. Broucke and Ara-
postathis (2001) have established the existence of a continuous selection from
the set of solutions that interpolates a given finite set of trajectories of Lipschitz
differential inclusion.

The rest of the paper is organized as follows: In Section 2, we outline some
fundamental definitions, notations and results concerning the selection results.
Section 3 is devoted to the establishment of the main results of the paper.

2. NOTATIONS AND PRELIMINARY RESULTS

We shall employ the following notations in what follows. IfN is a topological
space, then clos(N ) (resp. comp(N ) ) denotes the collection of all nonempty closed
(resp. compact ) subsets ofN . We shall employ the Hausdorff topology on clos(Ã)
as explained in Ekhaguere (1992).

We denote by ρ(A, B) the Hausdorff distance between the sets A, B in
clos(C). The distance d(x , A) of a point x from a set A ∈ clos(C) is defined by

d(x , A) = inf{|x − a| : a ∈ A}.
We denote by I , the interval [0, T ] and the characteristic function of a subset E of
I by χE .

As explained in Ekhaguere (1992), we consider the space wac(Ã) the com-
pletion of the locally convex space (Ad(Ã)wac, τwac) where the topology τwac

is generated by the family of seminorms {| · |ηξ : η, ξ ∈ D⊗E} defined for each
� ∈ Ad(Ã)wac by

|�|ηξ = ‖�(0)‖ηξ +
∫ T

0

∣∣∣∣ d

ds
〈η, �(s)ξ〉

∣∣∣∣ ds.

Associated with wac(Ã), we define for arbitrary η, ξ ∈ D⊗E, the space of complex
valued functions

wac(Ã)(η, ξ ) = {〈η, �(·)ξ〉/� ∈ wac(Ã)}.
We remark that each element �ηξ (·) := 〈η, �(·)ξ〉 of wac(Ã)(η, ξ ) is an absolutely
continuous complex valued function on the interval [0, T ]. We assume that A is a
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subset of Ã such that the set of complex numbers

A(η, ξ ) = {〈η, aξ〉/a ∈ A}
is compact in C with diameter Dηξ = supx , y∈A(η,ξ ) |x − y|.

Furthermore, the map (t , x) → P(t , x)(η, ξ ) appearing in (1.2) is assumed to
satisfy the following conditions.

S(i) The values of P(t , x)(η, ξ ) are nonempty closed, subsets of the field C

of complex numbers.
S(i i) The map t → P(t , x)(η, ξ ) is measurable.
S(i i i) There exists a map K P

ηξ : [0, T ] → R+ lying in L1
loc([0, T ]) such that

ρ(P(t , x)(η, ξ ), P(t , y)(η, ξ )) ≤ K P
ηξ (t)‖x − y‖ηξ

for t ∈ [0, T ], and for each pair x , y ∈ Ã.
S(iv) There exists a stochastic process Y : [0, T ] → Ã lying in Ad(Ã)wac such

that the map

t → d

(
d

dt
〈η, Y (t)ξ〉, P(t , Y (t))(η, ξ )

)

lies in L1
loc([0, T ]).

From the result of Ekhaguere (1992), it is known that under the conditions
S(i) to S(iv), QSDI (1.1) admits at least one adapted weakly absolutely continuous
solution for each a ∈ A. We denote the set of all such solutions, with the topology
of wac(Ã) by S(T )(a).

To prove our main result in Section 3, we need an important notion of partition
of unity.

Definition 2.1. Let A be a subset of Ã such that for arbitrary elements η, ξ ∈
D ⊗ E, the set A(η, ξ ) is compact in the field of complex numbers.

Let {
i }i∈J be an open covering for A(η, ξ ) with a finite open subcover-
ing {
i }, i = 1, 2, · · · m. A family of functions {Pi (·)}, i = 1, 2 · · · m defined on
A(η, ξ ) is called a Lipschitzian partition of unity subordinated to the finite sub-
covering if:

(i) Pi (·) is Lipschitzian for all i = 1, 2 · · · m. That is, there exists constant
Lηξ such that for any pair aηξ , a′

ηξ ∈ A(η, ξ ), we have

|Pi (aηξ ) − Pi (a
′
ηξ )| ≤ Lηξ |aηξ − a′

ηξ |.
(ii) Pi (aηξ ) > 0 for aηξ ∈ 
i ∩ A(η, ξ ) and Pi (aηξ ) = 0 for aηξ ∈ A(η, ξ )\


i .

(iii) For each aηξ ∈ A(η, ξ ),
m∑

i=1

Pi (aηξ ) = 1.
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Lemma 2.1. Let A ⊆ Ã such that for arbitrary η, ξ ∈ D ⊗ E, the set A(η, ξ ) is
compact in C. Then there exists a Lipschitzian partition of unity subordinated to
any finite subcovering of an open covering for the set A(η, ξ ).

Proof: Let {
i }, i = 1, 2 · · · m be a finite open subcovering of an open covering
{
i }i∈J of A(η, ξ ) in the field of complex numbers. First, by Lemma 2.1 in Smirnov
(2002) for Q ⊆ C, the map q : C → R+ defined by q(x) = d(x , Q) satisfies for
x1, x2 ∈ C

|q(x1) − q(x2)| ≤ |x1 − x2|.

For i = 1, 2 · · · m, define the functions qi : A(η, ξ ) → R+ by

qi (aηξ ) = d(aηξ , A(η, ξ )\
i )

and functions Pi : A(η, ξ ) → R+ by

Pi (aηξ ) = qi (aηξ )∑m
j=1 q j (aηξ )

(2.1)

For at least one j ∈ {1, 2 · · · m}, aηξ ∈ 
 j . Therefore
m∑

j=1

q j (aηξ ) > 0.

Consequently, (2.1) is well defined.

Moreover, for each aηξ ∈ A(η, ξ ),
m∑

i=1

Pi (aηξ ) = 1 and Pi (aηξ ) > 0 for aηξ ∈

i ∩ (A(η, ξ )), and Pi (aηξ ) = 0 for aηξ ∈ A(η, ξ )\
i .

Next we show that each function Pi is Lipschitzian on A(η, ξ ).
Since the set A(η, ξ ) is compact, there exist numbers Mηξ , mηξ > 0 such that

mηξ <
m∑

j=1

q j (aηξ ) < Mηξ

for any element aηξ ∈ A(η, ξ ).
For any pair aηξ , a′

ηξ ∈ A(η, ξ ), we have

|Pi (aηξ ) − Pi (a
′
ηξ )| =

∣∣qi (a′
ηξ )

∑m
j=1 q j (aηξ ) − qi (aηξ )

∑m
j=1 q j (a′

ηξ )
∣∣∑m

j=1 q j (aηξ )
∑m

j=1 q j (a′
ηξ )

≤
∣∣qi (a′

ηξ )
∑m

j=1 q j (aηξ ) − qi (aηξ )
∑m

j=1 q j (a′
ηξ )

∣∣
m2

ηξ

≤ 1

m2
ηξ

m∑
j=1

(|qi (a
′
ηξ )q j (aηξ ) − qi (aηξ )q j (aηξ )|
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+ |qi (aηξ )q j (aηξ ) − qi (aηξ )q j (a
′
ηξ )|)

≤ 1

m2
ηξ

(
m∑

j=1

q j (aηξ )|aηξ − a′
ηξ | + qi (aηξ )

m∑
j=1

|aηξ − a′
ηξ |

)

≤ (1 + m)Mηξ

m2
ηξ

|aηξ − a′
ηξ |,

where we have used the inequality

|qi (a
′
ηξ ) − qi (aηξ )| ≤ |a′

ηξ − aηξ |
satisfied by each function qi (·), i = 1, 2 · · · m on A(η, ξ ).

Thus Pi (·) is Lipschitzian with Lipschitz constant Lηξ = (1+m)Mηξ

m2
ηξ

. �

Next, we present a proposition which we shall frequently use in the proof of
our selection theorem. We obtained the result by adapting its classical analogue
presented in Cellina and Ornelas (1992) to the present noncommutative quantum
setting.

Proposition 2.2. Let V0, V1, · · · Vm be stochastic processes in L1
loc(Ã) and for any

pair of points η, ξ ∈ D ⊗ E, let {I j (aηξ )} be a partition of the interval I = [0, T ]
into a finite number of subintervals with endpoints depending continuously on the
point aηξ := 〈η, aξ〉, a ∈ A.

Consider the map

W : aηξ → aηξ +
∫ t

0

m∑
j=0

χI j (aηξ )(s)〈η, Vj (s)ξ〉ds.

Then there exists a map Rηξ (t) lying in L1
loc([0, T ]) such that for every ε > 0, there

exists ∂ > 0 such that |aηξ − a′
ηξ | < ∂ implies that∣∣∣∣ d

dt
W (aηξ )(t) − d

dt
W (a′

ηξ )(t)

∣∣∣∣ ≤ Rηξ (t)χE (t),

for some set E ⊆ I with measure µ(E) < ε.

Proof: First, we assume the hypothesis of Lemma 2.1. By the conclusion of the
lemma, there exists a Lipschitzian partition of unity Pj (·) subordinated to a finite
open subcovering of A(η, ξ ).

Let ε > 0 be given. Define for each aηξ in A(η, ξ ),

t0(aηξ ) = 0, t j (aηξ ) = t j−1(aηξ ) + T Pj (aηξ ), 1 ≤ j ≤ m.

Then for each j , t j is continuous on A(η, ξ ). This can be shown as follows:
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For any pair aηξ , a′
ηξ ∈ A(η, ξ ) we have

|t j (aηξ ) − t j (a
′
ηξ )| ≤ |t j−1(aηξ ) − t j−1(a′

ηξ )| + T |Pj (aηξ ) − Pj (a
′
ηξ )|≤ |t j−1(aηξ )

− t j−1(a′
ηξ )| + T Lηξ |aηξ − a′

ηξ |,
since each Pj (·) is Lipschitzian.

At the j th iteration, we have

|t j (aηξ ) − t j (a
′
ηξ )| ≤ jT Lηξ |aηξ − a′

ηξ |.
Putting δ j = ε

jT Lηξ
, then whenever |aηξ − a′

ηξ | ≤ δ j , we have

|t j (aηξ ) − t j (a
′
ηξ )| ≤ ε.

Now we define the intervals I j (aηξ ) = [t j−1(aηξ ), t j (aηξ )) for j = 0, 1, · · · m.
Thus

I = [0, T ] =
m⋃

j=0

I j (aηξ ).

We observe that for any two points aηξ , a′
ηξ ∈ A(η, ξ ), we have the following

estimate∣∣∣∣ d

dt
W (aηξ )(t) − d

dt
W (a′

ηξ )(t)

∣∣∣∣ ≤
m∑

j=0

χI j (aηξ )�I j (a′
ηξ )(t)(t)‖Vj (t)‖ηξ

=
m∑

j=0

χI j (aηξ )�I j (a′
ηξ )(t)Rηξ (t) (2.2)

where Rηξ (t) = max j ‖Vj (t)‖ηξ , for each t ∈ [0, T ] and

I j (aηξ )�I j (a
′
ηξ ) = [I j (aηξ ) ∩ (I j (aηξ )\I j (a

′
ηξ ))]⋃

[(I j (a
′
ηξ )\I j (aηξ )) ∩ I j (a

′
ηξ )].

We remark that the family of sets {I j (aηξ )�I j (a′
ηξ )} are pairwise disjoint. Putting

E = ⋃m
j=0 I j (aηξ )�I j (a′

ηξ ), then from (2.2),∣∣∣∣ d

dt
W (aηξ )(t) − d

dt
W (a′

ηξ )(t)

∣∣∣∣ ≤ χE (t)Rηξ (t)

where by the properties of characteristic functions (see for example, Halmos,
1988),

χE (t) =
m∑

j=1

χI j (aηξ )�I j (a′
ηξ )(t).
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Since the set A(η, ξ ) is compact in C, then the family of functions {t j } is a uniformly
equicontinuous family of real valued functions. Thus for every ε > 0, there exists
δ > 0 such that for every aηξ , a′

ηξ ∈ A(η, ξ ) satisfying

|aηξ − a′
ηξ | < δ,

then

|t j (aηξ ) − t j (a
′
ηξ )| <

ε

2(m + 1)
.

Hence,

µ(I j (aηξ )�I j (a
′
ηξ )) ≤ 2|t j (aηξ ) − t j (a

′
ηξ )| ≤ ε

m + 1
.

Consequently,

µ(E) =
m∑

j=0

µ
(
I j (aηξ )�I j (a

′
ηξ )

)
< ε.

�

3. MAIN RESULTS

We present in this section, our main results. In what follows, for points
ak ∈ A, k = 0, 1, 2 · · ·, and �k ∈ S(T )(ak), we set aηξ ,k = 〈η, akξ〉 and �ηξ ,k(·) =
〈η, �k(·)ξ〉.

Our method of proof for the main results below, is an adaptation of the
arguments employed in Cellina and Ornelas (1992) concerning similar result for
classical differential inclusions. In addition, we employ successive approximations
similar to what we have in Ekhaguere (1992) for proving the existence of solutions
of quantum stochastic differential inclusion (1.1).

Theorem 3.1. Assume that the map (t , x) → P(t , x)(η, ξ ) satisfies conditions
S(i) − S(iv).

Let �0 ∈ S(T )(a0) for a fixed point a0 ∈ A. Then there exists a continuous
map W : A(η, ξ ) → wac(Ã)(η, ξ ), a selection from S(T )(a)(η, ξ ) such that

W (aηξ ,0) = �ηξ ,0.

Proof: Since �0 ∈ S(T )(a0), then �0 ∈ Ad(Ã)wac. By the properties of the so-
lution established in Ekhaguere (1992), there exists a stochastic process V0 :
[0, T ] → Ã lying in L1

loc(Ã) such that for almost all t ∈ [0, T ],

�0(t) = a0 +
∫ t

0
V0(s)ds (3.1)
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and for arbitrary η, ξ ∈ D ⊗ E, we have

〈η, V0(s)ξ〉 = d

ds
〈η, �0(s)ξ〉 ∈ P(s, �0(s))(η, ξ ), s ∈ [0, T ].

Now for arbitrary element a ∈ A, set

Y : A → wac(Ã)

to be

Y (a)(t) = a +
∫ t

0
V0(s)ds.

Associated with the map Y , we set the map

W : A(η, ξ ) → wac(Ã)(η, ξ )

to be

W (aηξ )(t) = aηξ +
∫ t

0
〈η, V0(s)ξ〉ds.

We remark that the map W is well defined and continuous on A(η, ξ ) and that

d

dt
W (aηξ )(t) = 〈η, V0(t)ξ〉.

Furthermore,

d

(
d

dt
W (aηξ )(t), P(t , Y (a)(t))(η, ξ )

)

= d

(
d

dt
〈η, �0(t)ξ〉, P(t , Y (a)(t))(η, ξ )

)
≤ ρ (P(t , Y (a0)(t))(η, ξ ), P(t , Y (a)(t))(η, ξ ))

≤ K P
ηξ (t)‖Y (a0)(t) − Y (a)(t)‖ηξ

= K P
ηξ (t)‖a0 − a‖ηξ .

Since the map t → P(t , Y (a)(t))(η, ξ ) is measurable with closed values in the
complex field, then by Theorem 2, Chapter 1, Section 14 in the book of Aubin and
Cellina (1984) (see also Ekhaguere, 1992), we can choose U0(a)(t)(η, ξ ) to be a
measurable selection from P(t , Y (a)(t))(η, ξ ) such that∣∣∣∣ d

dt
W (aηξ )(t) − U0(a)(t)(η, ξ )

∣∣∣∣ = d

(
d

dt
W (aηξ )(t), P(t , Y (a)(t))(η, ξ )

)

≤ K P
ηξ (t)‖a0 − a‖ηξ . (3.2)
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As the map (η, ξ ) → U0(a)(t)(η, ξ ) is a sesquilinear form on D⊗E for almost
all t ∈ [0, T ] and by the adaptedness of Y (a), there exists an adapted stochastic
process U0(a) : [0, T ] → Ã such that

〈η, U0(a)(t)ξ〉 = U0(a)(t)(η, ξ ).

By Equation (3.2), the process U0(a) lies in L1
loc(Ã), for any a ∈ A. This assertion

follows from the fact that from (3.2), we have

‖V0(t) − U0(a)(t)‖ηξ ≤ K P
ηξ (t)‖a0 − a‖ηξ

where V0 ∈ L1
loc(Ã).

Next we fix some positive real number θ and define for any aηξ ∈ A(η, ξ ),

δ(aηξ ) = min

{
2−3θ ,

|aηξ − aηξ ,0|
2

}
aηξ �= aηξ ,0

and

δ(aηξ ,0) = 2−3θ.

Next, we define the open balls

B(aηξ , δ(aηξ )) = {x ∈ C/|x − aηξ | < δ}.
Then the family of open sets {B(aηξ , δ(aηξ )), aηξ ∈ A(η, ξ )} covers the set

A(η, ξ ).
By the compactness of A(η, ξ ) let B(aηξ , j , δ(aηξ , j )), j = 0, 1, 2 · · · m be a

finite open subcovering . We notice that the point aηξ ,0 belongs only to the set
B(aηξ ,0, δ(aηξ ,0)).

Let Pj (·), j = 0, 1, 2 · · · m be a Lipschitzian partition of unity subordinate to
the covering. We define the following intervals:

I0(aηξ ) = [0, T P0(aηξ )]

and for j > 0,

I j (aηξ ) = [T (P0(aηξ ) + · · · + Pj−1(aηξ )), T (P0(aηξ ) + · · · Pj (aηξ ))].

Next we set

Y1(a)(t) = a +
∫ t

0

m∑
j=0

χI j (aηξ )(s)U0(a j )(s)ds (3.3)

and

W1(aηξ )(t) = aηξ +
∫ t

0

m∑
j=0

χI j (aηξ )(s)〈η, U0(a j )(s)ξ〉ds. (3.4)
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By Proposition (2.1), the map W1 : A(η, ξ ) → wac(Ã)(η, ξ ) is continuous. More-
over, since aηξ ,0 belongs only to the set B(aηξ ,0, δ(aηξ ,0)), P0(aηξ ,0) = 1 and there-
fore we have I0(aηξ ,0) = [0, T ]. SinceχI j (aηξ ,0)U0(a j )(s) = 0, j �= 0, we have from
(3.3) and (3.4),

Y1(a0)(t) = a0 +
∫ t

0
U0(a0)(s)ds

and

W1(aηξ ,0)(t) = aηξ ,0 +
∫ t

0
〈η, U0(a0)(s)ξ〉ds.

But by (3.2), ∣∣∣∣ d

dt
W (aηξ ,0)(t) − 〈η, U0(a0)(t)ξ〉

∣∣∣∣ = 0

That is

|〈η, (V0(t) − U0(a0)(t))ξ〉| = 0

holds for arbitrary η, ξ ∈ D ⊗ E.
Hence,

V0(t) = U0(a0)(t), t ∈ [0, T ].

Therefore by (3.1)

Y1(a0)(t) = �0(t)

and

W1(aηξ ,0)(t) = �ηξ ,0(t) (3.5)

Next we have by (3.2)∫ t

0

∣∣∣∣ d

ds
W1(aηξ )(s) − d

ds
W (aηξ )(s)

∣∣∣∣ ds

≤
∫ t

0

m∑
j=0

χI j (aηξ )(s)

∣∣∣∣〈η, U0(a j )(s)ξ〉 − d

ds
W (aηξ )(s)

∣∣∣∣ ds

≤
∫ t

0

m∑
j=0

χI j (aηξ ) K
P
ηξ (s)‖a0 − a j‖ηξ ds ≤ Dηξ Mηξ (t) (3.6)

where

Mηξ (t) =
∫ t

0
K P

ηξ (s)ds
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and
m∑

j=0

χI j (aηξ )(s) = χI (s) = 1, I =
m⋃

j=0

I j (aηξ ) = [0, T ].

Let t ∈ [0, T ] be fixed and let j ∈ {0, 1, 2 · · · m} be such that t ∈ I j (aηξ ). Then by
the definition of W1(aηξ )(t),

d

(
d

dt
W1(aηξ )(t), P(t , Y (a)(t))(ηξ )

)
= d(〈η, U0(a j )(t)ξ〉, P(t , Y (a)(t))(η, ξ ))

≤ ρ(P(t , Y (a j )(t))(η, ξ ), P(t , Y (a)(t))(η, ξ ))

≤ K P
ηξ (t)‖Y (a j )(t) − Y (a)(t)‖ηξ

= K P
ηξ (t)‖a j − a‖ηξ = K P

ηξ (t)|aηξ , j − aηξ |
≤ 2−3θ K P

ηξ (3.7)

We remark here that inequality (3.7) holds since aηξ ∈ B(aηξ , j , δ(aηξ , j )) for some
0 ≤ j ≤ m and |aηξ − aηξ , j | < δ(aηξ , j ) ≤ 2−3θ .

The estimate holds on the whole interval [0, T ] since it is independent of j .
Similarly, we have for t ∈ I j (aηξ ),

d

(
d

dt
W1(aηξ )(t), P(t , Y1(a)(t))(η, ξ )

)

≤ d

(
d

dt
W1(aηξ )(t), P(t , Y (a)(t))(η, ξ )

)
+ ρ (P(t , Y (a)(t))(η, ξ ), P(t , Y1(a)(t))(η, ξ ))

≤ K P
ηξ (t)2−3θ + K P

ηξ (t)‖Y (a)(t) − Y1(a)(t)‖ηξ

≤ K P
ηξ (t)[2−3θ + Dηξ Mηξ (t)] (3.8)

Inequality (3.8) follows from the following estimates:

‖Y (a)(t) − Y1(a)(t)‖ηξ = |W (aηξ )(t) − W1(aηξ )(t)|

≤
∫ t

0

∣∣∣∣ d

ds
W (aηξ )(s) − 〈η, U0(a j )(s)ξ〉

∣∣∣∣ ds

≤
∫ t

0
K P

ηξ (s)‖a0 − a j‖ηξ ≤ Dηξ Mηξ (t)

by (3.2)
In general, we claim that for n = 1, 2 · · ·, we can define sequences of maps:

Yn : A → wac(Ã) and Wn : A(η, ξ ) → wac(Ã)(η, ξ ) such that Wn is continuous
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on A(η, ξ ) and for each a ∈ A, aηξ ∈ A(η, ξ ), Yn(a) lies in L1
loc(Ã), Yn(a0) = �0

and Wn(aηξ ,0) = �ηξ ,0.
Moreover,

(i)
∫ t

0

∣∣∣∣ d

ds
Wn(aηξ )(s) − d

ds
Wn−1(aηξ )(s)

∣∣∣∣ds ≤ Dηξ

Mn
ηξ (t)

n!

+ θ2−n−1

[
2−2 +

n∑
i=1

(2Mηξ (t))i

i!

]

(ii) d

(
d

dt
Wn(aηξ )(t), P(t , Yn−1(a)(t))(η, ξ )

)
≤ θ2−n−2 K P

ηξ (t)

(iii) d

(
d

dt
Wn(aηξ )(t), P(t , Yn(a)(t))(η, ξ )

)
≤ Dηξ K P

ηξ (t)
Mn

ηξ (t)

n!

+ θ2−n−1 K P
ηξ (t)

n∑
i=0

(2Mηξ (t))i

i!
.

(iv) There exists maps Rηξ ,n : [0, T ] → R+ lying in L1
loc([0, T ]) such that for

every ε > 0, there exists δ > 0, such that |a′
ηξ − aηξ | < δ implies that∣∣∣∣ d

dt
Wn(aηξ )(t) − d

dt
Wn(a′

ηξ )(t)

∣∣∣∣ ≤ Rηξ ,n(t)χE (t),

for some subset E of [0, T ] with measure µ(E) ≤ ε.

Our claim (i)–(iv) above hold for the case n = 1 from the definition of the maps Y1

and W1 and by applying Proposition (2.1). Assume that the claim holds for n − 1,
we show that it holds for n as follows:

Choose Un−1(a)(t)(η, ξ ) ∈ P(t , Yn−1(a)(t))(η, ξ ) such that∣∣∣∣ d

dt
Wn−1(aηξ )(t) − Un−1(a)(t)(η, ξ )

∣∣∣∣
= d

[
d

dt
Wn−1(aηξ )(t), P(t , Yn−1(a)(t))(η, ξ )

]

≤ Dηξ K P
ηξ (t)

Mn−1
ηξ (t)

(n − 1)!
+ θ2−n K P

ηξ (t)
n−1∑
i=0

(2Mηξ (t))i

i!
. (3.9)

As (η, ξ ) → Un−1(a)(t)(η, ξ ) is a sesquilinear form and Yn−1(a) is adapted, then
there exists an adapted process Un−1(a) : [0, T ] → Ã such that

Un−1(a)(t)(η, ξ ) = 〈η, (Un−1(a)(t))ξ〉.
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By inequality (3.9) and the assumption that Yn−1(a) lies in L1
loc(Ã), then the process

Un−1(a) ∈ L1
loc(Ã) for each a ∈ A.

By (iv) of the recursive hypothesis, there exists δn > 0 such that |a′
ηξ − aηξ | <

δn implies ∣∣∣∣ d

dt
Wn−1(a′

ηξ )(t) − d

dt
Wn−1(aηξ )(t)

∣∣∣∣ ≤ Rηξ ,n−1(t)χE (t) (3.10)

for some E ⊆ [0, T ] satisfying∫
E

Rηξ ,n−1(t)dt ≤ θ2−n−3. (3.11)

Next we define for any a ∈ A, aηξ ∈ A(η, ξ )

δn(aηξ ) = min

{
δn , θ2−n−3,

|aηξ − aηξ ,0|
2

}
, aηξ �= aηξ ,0

and

δn(aηξ ,0) = min{δn , θ2−n−3}.
We cover the set A(η, ξ ) with the balls B(aηξ , δn(aηξ )) and let B(an

ηξ , j ,
δn(an

ηξ , j )), j = 0, 1, 2 · · · mn , be a finite subcover, where we have put an
ηξ ,0 = aηξ ,0.

We remark that by the inequality∣∣aηξ ,0 − an
ηξ , j

∣∣ >
1

2

∣∣aηξ ,0 − an
ηξ , j

∣∣
the point aηξ ,0 belongs only to the ball B(aηξ ,0, δn(aηξ ,0)). Let {Pn

j (·)} j=mn

j=0 be a
continuous partition of unity subordinate to this covering and define the following
intervals:

I n
0 (aηξ ) = [

0, T Pn
0 (aηξ )

]
and for j > 0,

I n
j (aηξ ) = [

T
(
Pn

0 (aηξ ) + · · · + Pn
j−1(aηξ

))
, T (P0(aηξ ) + · · · + Pn

j

(
aηξ

)
)
]
.

Define the maps Yn , Wn as follows:

Yn(a)(t) = a +
∫ t

0

mn∑
j=0

χI n
j (aηξ )(s)Un−1

(
an

j

)
(s)ds (3.12)

Wn(aηξ )(t) = aηξ +
∫ t

0

mn∑
j=0

χI n
j (aηξ )(s)〈η, Un−1

(
an

j

)
(s)ξ〉ds (3.13)

Since Yn−1(a0) = �0 and by the properties of the process Un−1(a) and the
fact that I n

0 (aηξ ,o) = [0, T ], we have

Yn(a0) = �0



Continuous Selections of Solution Sets 2055

and by Proposition (2.1), the map Wn : A(η, ξ ) → wac(Ã)(η, ξ ) given by (3.12) is
continuous and Wn(aηξ ,0) = �ηξ ,0. Furthermore, we have the following estimates:

∫ t

0

∣∣∣∣ d

ds
Wn(aηξ )(s) − d

ds
Wn−1(aηξ )(s)

∣∣∣∣ ds

≤
∫ t

0

∑
j

χI n
j (aηξ )(s)

∣∣∣∣〈η, Un−1
(
an

j

)
(s)ξ〉 − d

ds
Wn−1(aηξ )(s)

∣∣∣∣ ds

≤
∫ t

0

∑
j

χI n
j (aηξ )(s)

∣∣∣∣〈η, Un−1
(
an

j

)
(s)ξ〉 − d

ds
Wn−1

(
an

ηξ , j

)
(s)

∣∣∣∣ ds

+
∫ t

0

∑
j

χI n
j (aηξ )(s)

∣∣∣∣ d

ds
Wn−1

(
an

ηξ , j

)
(s) − d

ds
Wn−1(aηξ )(s)

∣∣∣∣ ds

≤
∫ t

0

(∑
j

χI n
j (aηξ )(s)

) [
Dηξ K P

ηξ (t)
Mn−1

ηξ (t)

n!
+ θ2−n K P

ηξ (t)
n−1∑
i=0

(2Mηξ (t))i

i!

]

+
∫ t

0

(∑
j

χI n
j (aηξ

(s)

)
Rηξ ,n−1(s)χE (s)ds

≤ Dηξ

Mn
ηξ (t)

n!
+ θ2−n−1

n∑
i=1

(2Mηξ (t)i

i!
+ θ2−n−3.

Hence, item (i) of the recursive hypothesis holds for all n. Next we fix t ∈ [0, T ]
and let j be such that t ∈ I j (aηξ ). Then by (3.11) and (3.12),

d

(
d

dt
Wn(aηξ )(t), P(t , Yn−1(a)(t))(η, ξ )

)

= d
(〈η, Un−1(an

j )(t)ξ〉, P(t , Yn−1(a)(t))(η, ξ )
)

≤ ρ
(
P(t , Yn−1(an

j )(t))(η, ξ ), P(t , Yn−1(a)(t))(η, ξ )
)

≤ K P
ηξ (t)‖Yn−1(an

j )(t) − Yn−1(a)(t)‖ηξ . (3.14)

By applying (3.10), we have

‖Yn−1(an
j )(t) − Yn−1(a)(t)‖ηξ

≤ |an
ηξ , j − aηξ +

∫ t

0
| d

ds
Wn−1

(
an

ηξ , j

)
(s) − d

ds
Wn−1(aηξ )(s)|ds

≤ θ2−n−3 + θ2−n−3 = θ2−n−2 (3.15)
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Combining inequalities (3.13) and (3.14), we have

d

(
d

dt
Wn(aηξ )(t), P(t , Yn−1(a)(t))(η, ξ )

)
≤ θ2−n−2 K P

ηξ (t).

The estimate is independent of j and so it holds on the whole interval [0, T ]. This
proves item (ii) of our claim. To establish item (iii) we proceed as follows:

d

(
d

dt
Wn(aηξ )(t), P(t , Yn(a)(t))(η, ξ )

)

≤ d

(
d

dt
Wn(aηξ )(t), P(t , Yn−1(a)(t))(η, ξ )

)
+ρ (P(t , Yn−1(a)(t))(η, ξ ), P(t , Yn(a)(t))(η, ξ ))

≤ θ2−n−2 K P
ηξ (t) + K P

ηξ (t)‖Yn−1(a)(t) − Yn(a)(t)‖ηξ

≤ θ2−n−2 K P
ηξ (t) + K P

ηξ (t)
∫ t

0

∣∣∣∣ d

ds
Wn−1(aηξ )(s) − d

ds
Wn(aηξ )(s)

∣∣∣∣ ds

≤ K P
ηξ (t)

[
θ2−n−2 + Dηξ

Mn
ηξ (t)

n!
+ θ2−n−1

n∑
i=1

(2Mηξ (t))i

i!
+ θ2−n−3

]
,

by (i) and (ii)

≤ Dηξ K P
ηξ (t)

Mn
ηξ (t)

n!
+ θ2−n−1 K P

ηξ (t)
n∑

i=0

(2Mηξ (t))i

i!
,

(obtained by applying the inequality; θ2−n−2 + θ2−n−3 ≤ θ2−n−1).
The last estimate proves item (iii) of our claim. Item (iv) of the claim is

established by the application of Proposition (2.1) to the map Wn : A(η, ξ ) →
wac(Ã)(η, ξ ).

From item (i), we have

|Yn(a) − Yn−1(a)|ηξ

= ‖Yn(a)(0) − Yn−1(a)(0)‖ηξ +
∫ T

0

∣∣∣∣ d

dt
〈η, Yn(a)(t)ξ〉

− d

dt
〈η, Yn−1(a)(t)ξ〉

∣∣∣∣dt

= |Wn(aηξ )(0) − Wn−1(aηξ )(0)| +
∫ T

0

∣∣∣∣ d

ds
Wn(aηξ )(s) − d

ds
Wn−1(aηξ )(s)

∣∣∣∣ ds

≤ Dηξ

Mn
ηξ (T )

n!
+ θ2−n−1e2Mηξ (T ) (3.16)
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It follows by (3.15) that the sequence {Yn(a)} is uniformly Cauchy in wac(Ã)
and thus converges uniformly to a map � : A → wac(Ã). Again,

lim
n→∞ Wn(aηξ )(t) = lim

n→∞〈η, Yn(a)(t)ξ〉 = 〈η, �(a)(t)ξ〉

The map aηξ → 〈η, �(a)(t)ξ〉 is continuous since the map aηξ → Wn(aηξ ) is con-
tinuous for each n.

As the stochastic process �(a) is the limit of a sequence of adapted weakly
absolutely continuous processes in L1

loc(Ã), �(a) lies in Ad(Ã)wac
⋂

L1
loc(Ã) and

�(a0) = �0.
By (iii) of the recursive formula,

d

(
d

dt
〈η, �(a)(t)ξ〉, P(t , �(a)(t))(η, ξ )

)
= 0.

Therefore

�(a) ∈ S(T )(a), 〈η, �(a)(·)ξ〉 ∈ S(T )(a)(η, ξ ), 〈η, �(a0)(·)ξ〉 = �ηξ ,o. �

The following corollaries show that the set-map S(T )(a)(η, ξ ) and the set of
complex numbers R(T )(a)(η, ξ ) associated with the reachable set of QSDI (1.1) at
the final time T admit some continuous parameterizations.

Corollary 3.2. There exists a subspace U of the space of all continuous maps
from A(η, ξ ) into wac(Ã)(η, ξ ) and a continuous function

g : A(η, ξ ) × U → wac(Ã)(η, ξ )

such that for any a ∈ A, aηξ ∈ A(η, ξ ),

g(aηξ , U) = S(T )(a)(η, ξ ).

Proof: We remark first that the space wac(Ã)(η, ξ ) is a subspace of the space
AC[0, T ] of all absolutely continuous complex valued functions on [0, T ], a sep-
arable Banach space with the usual sup norm.

We put X to be the set of continuous maps from the compact set A(η, ξ ) into
wac(Ã)(η, ξ ) and define the subspace U of X by

U = {W : A(η, ξ ) → wac(Ã)(η, ξ )/W is continuous and W (aηξ ) ∈ S(T )(a)

(η, ξ )}
the set of all continuous selections from the map aηξ → S(T )(a)(η, ξ ).

Define the map g by

g(aηξ , W ) = W (aηξ ).
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Then by the continuity of each W ∈ U , g is continuous and by Theorem 3.1 above,

g(aηξ , U) = S(T )(a)(η, ξ ).
�

Corollary 3.3. There exists a subset U of the space of all continuous maps from
A(η, ξ ) into wac(Ã)(η, ξ ) and a continuous function

h : A(η, ξ ) × U → C

such that for any a ∈ A, aηξ ∈ A(η, ξ )

h(aηξ , U) = R(T )(a)(η, ξ ).

Proof: Adopting the notation employed in the proof of Corollary 3.2, we define
the map h by

h(aηξ , W ) = W (aηξ )(T ).

Since

W (aηξ ) ∈ S(T )(a)(η, ξ ),

then W (aηξ )(·) is of the form

W (aηξ )(·) = 〈η, W̃ (·)ξ〉
for some W̃ ∈ S(T )(a). Hence, we have

W (aηξ )(T ) = 〈η, W̃ (T )ξ〉 ∈ R(T )(a)(η, ξ ).

By Theorem 3.1, it follows that

h(aηξ , U) = R(T )(a)(η, ξ ). �
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ABSTRACT. We establish further results concerning the existence and non-uniqueness of solu-

tions of quantum stochastic differential inclusions in the framework of Hudson and Parthasarathy

formulation of quantum stochastic calculus. Our results are established by considering a general Lip-

schitz condition on the coefficients of the inclusion. We present examples of continuous multivalued

maps satisfying the general Lipschitz condition in the sense of this paper.

Key Words: Fock space, Exponential vectors, Lipschitzian quantum stochastic differential inclu-

sions
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1. INTRODUCTION

Some very important preoccupations of classical analysis are the numerical and

analytical characterizations of solutions of classical differential inclusions defined in

finite dimensional Euclidean spaces. Indeed the existence and non uniqueness of

solutions of such inclusions have been thoroughly investigated (see, for example, [1,

11, 13, 16]). Indeed, many features of reachable sets, the solution sets and their

selection theorems have been studied to a great extent [6, 7, 11, 13, 15, 16].

However, in the non commutative quantum setting, the situation is different.

The analysis of quantum stochastic differential inclusions (QSDI) concerns quantum

stochastic processes as solutions that live in certain infinite dimensional locally convex

spaces. In addition, there are several locally convex operator topologies that may be

defined on the space of such processes arising from several theories of noncommutative

stochastic integration. There are several variants of topological conditions depending

on the underlying properties of the locally convex spaces of the integrands that may

be required of the coefficients of the quantum stochastic differential inclusions. The

objective of this paper is to further investigate the existence and non-uniqueness of
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solutions of quantum stochastic differential inclusions of the form:

X(t) ∈ X0 +

∫ t

0

(E(s, X(s))d ∧π (s) + F (s, X(s))dAf(s)(1.1)

+ G(s, X(s))dA+
g (s) +H(s, X(s))ds) , t ∈ [0, T ],

under a Lipschitz condition that generalizes similar condition employed in [8]. In

the framework of the Hudson and Parthasarathy [12, 14] formulation of quantum

stochastic calculus, we consider a more general class of Lipschitzian coefficients E,

F , G, H appearing in (1.1). The Lipschiz condition in [8] is a special case of the

present formulation. The integral in (1.1) is understood in the sense of Hudson and

Parthasarathy [12] and the maps f , g, π belong to appropriate function spaces as

described in [8]. The integrator processes ∧π, A+
f , Ag are the gauge, creation and

annihilation processes associated with the basic field operators of quantum field the-

ory. In [8], under the Lipschitz condition of that paper, the existence of solutions

and the equivalent form of QSDI (1.1) have been established. We establish a wider

class of Lipschitzian QSDI (1.1) to cover some important multivalued maps that are

Lipschitzian in the general sense of this paper. This class of maps was not covered

by the notion of Lipschitz maps due to [8]. In particular, we present a class of Lip-

schitzian multivalued maps associated with the space of continuous endomorphisms

of the locally convex space of our quantum stochastic processes as an important ex-

ample of multivalued maps satisfying the Lipschitz condition in our sense. This work

therefore extends the class of QSDI investigated in [2, 3, 4, 5, 8]. We remark that

a very strong motivation for studying QSDI (1.1) among others, concerns the need

for sufficient information and knowledge about the dynamics and fluctuations of the

systems described by discontinuous quantum stochastic differential equations which

may be reformulated as regularized QSDI. QSDI of the form (1.1) plays a central role

in quantum stochastic control theory and quantum dynamical systems (see [3, 4, 8]).

The rest of the paper is organized as follows: We present in Section 2, the descrip-

tion of some very important relevant spaces, some fundamental assumptions and some

results. Our main results concerning the existence, and non-uniqueness of solutions

of QSDI (1.1) are established in Section 3.

2. PRELIMINARY RESULTS AND ASSUMPTIONS

Our framework in this paper relies largely on the formulation in [8, 9, 10]. De-

tailed definitions of various spaces that appear below can be found in [8]. In what

follows, γ is a fixed Hilbert space, D is an inner product space with R as its com-

pletion, and Γ(L2
γ(R+)) is the Boson Fock Space determined by the function space

L2
γ(R+). The set E is the subset of the Fock space generated by the exponential
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vectors. If N is a topological space, then we denote by clos(N ) (resp. comp(N )), the

family of all nonempty closed subsets of N (resp. compact members of clos(N )).

In our formulations, quantum stochastic processes are Ã-valued maps on [0, T ].

The space Ã is the completion of the linear space

A = L+
W (D⊗E,R⊗ Γ(L2

γ(R+)))

endowed with the locally convex operator topology generated by the family of semi-

norms {x → ‖x‖ηξ = |〈η, xξ〉|, η, ξ ∈ D ⊗ E}. Here, A consists of linear operators

from D ⊗ E into R⊗ Γ(L2
γ(R+)) with the property that the domain of the operator

adjoint contains D ⊗ E. We adopt the notation and the definitions of Hausdorff

topology on clos(Ã) as explained in [8, 9, 10].

For any pair of η, ξ ∈ D ⊗ E such that η = c⊗ e(α),ξ = d⊗ e(β), α, β ∈ L2
γ(R+),

we shall in what follows, employ the equivalent form of (1.1) established in [8] and

given by the nonclassical ordinary differential inclusion:

d

dt
〈η, X(t)ξ〉 ∈ P (t, X(t))(η, ξ),

X(0) = X0, t ∈ [0, T ].(2.1)

The multivalued map P appearing in (2.1) is of the form

P (t, x)(η, ξ) = 〈η, Pαβ(t, x)ξ〉

where the map Pαβ : [0, T ] × Ã → 2Ã is given by

Pαβ(t, x) = µαβ(t)E(t, x) + νβ(t)F (t, x) + σα(t)G(t, x) + H(t, x).

The complex valued functions µαβ , νβ, σα : [0, T ] → C are defined by

µαβ(t) = 〈α(t), π(t)β(t)〉γ, νβ(t) = 〈f(t), β(t)〉γ,

σα(t) = 〈α(t), g(t)〉γ, t ∈ [0, T ]

for all (t, x) ∈ [0, T ]×Ã and the coefficients E, F, G, H belong to the space L2
loc([0, T ]×

Ã)mvs of multivalued stochastic processes with closed values.

As explained in [8], the map P cannot in general be written in the form:

P (t, x)(η, ξ) = P̃ (t, < η, xξ >)

for some complex valued multifunction defined on [0, T ] × C, for t ∈ [0, T ], x ∈ Ã,

η, ξ ∈ D⊗E.

Definition 2.1. (a) Let Fin[A] denote the family of all finite subsets of a nonempty

set A. For x ∈ A, and Θ ∈ Fin[(D⊗E)2], define ‖x‖Θ by

(2.2) ‖x‖Θ = max
(η,ξ)∈Θ

‖x‖ηξ.

Then, the set {‖ · ‖Θ : Θ ∈ Fin[(D⊗E)2]} is a family of seminorms on A. We denote

by τ the topology generated by this family of seminorms and we let Ã
′

represents the
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completion of the topological space (A, τ).

(b) Let I = [0, T ] ⊆ R+. A multivalued map Φ : I × Ã → clos(Ã) will be called

Lipschitzian if for any pair (η, ξ) ∈ (D⊗E)2, the map satisfies an estimate of the type

(2.3) ρηξ (Φ(t, x), Φ(t, y)) ≤ KΦ
ηξ(t)‖x − y‖ΘΦ(η,ξ)

for all x, y ∈ Ã and almost all t ∈ I and where KΦ
ηξ : I → (0,∞) lies in L1

loc(I) and

ΘΦ is a map from (D⊗E)2 into Fin[(D⊗E)2]. Similar definition holds for a map of

the form Φ : I × Ã → clos(C) where the Hausdorff metric ρ(·, ·) on clos(C) replaces

the pseudo metric ρηξ(·, ·) on clos(Ã) (see [8]).

Remark. In [8], the map (η, ξ) → ΘΦ(η, ξ) that appears in (2.3) is just the identity

map. Let L(Ã) denote the linear space of all continuous endomorphisms of Ã. Then

the above definition enables us to exhibit a class of Lipschitzian multivalued maps

which are continuous from the space R+ × Ã to the Hausdorff topological space
(

clos(Ã), τH

)

. The multivalued maps in this class are not Lipschitzian in the sense

of [8].

Theorem 2.2. Let A : R+ → L(Ã) be a single valued map on R+. For arbitrary

η, ξ ∈ D⊗E and a fixed closed ball S ∈ comp(Ã) with centre at the origin, define for

any x ∈ Ã,

F (t, x) = ‖A(t)x‖ηξS.

Then the map (t, x) → F (t, x) is Lipschitzian.

Proof: For x, y ∈ Ã, t ∈ R+, we employ some basic results similar to Lemma (II.1.5)

and Corollary (II.1.2) in [13] as follows:

ρηξ (F (t, x), F (t, y)) = ρηξ (‖A(t)x‖ηξS, ‖A(t)y‖ηξS)

≤ |‖A(t)x‖ηξ − ‖A(t)y‖ηξ|ρηξ (S, {0})

≤ ‖A(t)x − A(t)y‖ηξρηξ (S, {0})

= ‖A(t)(x − y)‖ηξρηξ (S, {0})

≤ ‖S‖ηξC
A
ηξ(t)‖x − y‖ΘA(η,ξ)

= KF
ηξ(t)‖x − y‖ΘA(η,ξ),

where ‖S‖ηξ = ρηξ (S, {0}), KF
ηξ(t) = ‖S‖ηξC

A
ηξ(t), ΘA is a map from (D⊗E)2 into

Fin(D⊗E)2 and CA
ηξ(t) is a positive function depending on the map A(t) and elements

η, ξ ∈ D⊗E.

The continuity of the multivalued map (t, x) → F (t, x) follows from the last

inequality.

Remark. (a) Since Θ is a finite set, we see that ‖x‖Θ = ‖x‖η′ξ′, for some (η′, ξ′) ∈ Θ.

Thus, in what follows, we employ in the proof of our main results the fact that a map

Φ : I ×Ã → clos(Ã) is Lipschitzian if given any (η, ξ) ∈ (D⊗E)2, there corresponds
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(η′, ξ′) ∈ (D⊗E)2 such that

(2.4) ρηξ(Φ(t, x), Φ(t, y)) ≤ KΦ
ηξ(t)‖x − y‖η′ξ′

for all x, y ∈ Ã and t ∈ I.

(b) By the definition of the map (t, x) → P (t, x)(η, ξ) that appears in (2.1), and by

the remark above, it is straightforward to show that if the coefficients of (1.1) are

Lipschitzian in the sense of (2.4), then the complex valued multifunction (t, x) →

P (t, x)(η, ξ) is also Lipschitzian. That is, there exists (η′, ξ′) ∈ (D⊗E)2 such that for

all x, y ∈ Ã,

(2.5) ρ(P (t, x)(η, ξ), P (t, y)(η, ξ)) ≤ KP
ηξ(t)‖x − y‖η

′
ξ
′

where the map KP
ηξ : [0, T ] → R+ lies in L1

loc([0, T ]) and ρ(·, ·) is the Hausdorf distance

function on clos(C).

(c) Using the definition in (a), we see that if P : R+ → comp(Ã) such that P (t) is a

closed ball with centre at the origin and (η′, ξ′) ∈ (D⊗E)2 is a fixed point, then the

multivalued map F defined by

F (t, x) = |〈η′, xξ′〉|P (t)

is Lipschitzian. This follows, since for any t ∈ R+, x, y,∈ Ã,

ρηξ(F (t, x), F (t, y)) = ρηξ (〈η′, xξ′〉P (t), 〈η′, yξ′〉P (t))

≤ | ‖x‖η′ξ′ − ‖y‖η′ξ′ |ρηξ (P (t), {0}) ≤ ‖P (t)‖ηξ‖x − y‖η′ξ′,

where

‖P (t)‖ηξ = ρηξ(P (t), {0}).

3. EXISTENCE AND NON UNIQUENESS OF SOLUTIONS

Subject to the conditions below, we shall establish the existence and non-unique-

ness of solutions of QSDI (1.1) in this section. By a solution of (1.1) we mean a

quantum stochastic process Φ : [0, T ] → Ã lying in Ad(Ã)wac

⋂

L2
loc(Ã) satisfying

QSDI (1.1).

In what follows, we consider, without loss of generality, quantum stochastic pro-

cesses and the related inclusions defined on the interval [0, 1]. We employ the notion

of adaptedness of quantum stochastic processes as explained in [8]. In connection

with the subsequent results, we list the following statements and assumptions.

(S(1)) Z : [0, 1] → Ã is a stochastic process in Ad(Ã)wac with the property that for

each pair η, ξ ∈ D⊗E, and almost all t ∈ [0, 1], there exists a positive function Wηξ(t)

lying in L1
loc([0, 1]) such that

d

(

d

dt
〈η, Z(t)ξ〉, P (t, Z(t))(η, ξ)

)

≤ Wηξ(t)
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(S(2)) γ > 0 is an arbitrary but fixed number and QZ,γ is the set

QZ,γ = {(t, x) ∈ [0, 1] × Ã : ‖x − Z(t)‖ηξ ≤ γ, ∀η, ξ ∈ D⊗E}.

(S(3)) Each of the coefficients E, F, G, H appearing in (1.1) is Lipschitzian from QZ,γ

to the Hausdorf topological space (clos(Ã), τH), i.e, for each M ∈ {E, F, G, H} there

exists a positive map KM
ηξ : [0, 1] → R+ lying in L1

loc([0, 1]) corresponding to each pair

η, ξ such that

ρηξ (M(t, x), M(t, y)) ≤ KM
ηξ (t)‖x − y‖ΘM (η,ξ)

for some map

ΘM : (D⊗E)2 → Fin[(D⊗E)2].

(S(4)) For each pair η, ξ ∈ D⊗E,

δηξ ≡ ‖x0 − Z(0)‖ηξ and δηξ ≤ γ.

(S(5))

Rηξ := max(δηξ, Wηξ)

for all η, ξ ∈ D⊗E where

Wηξ = ess sup
[0,1]

Wηξ(t).

(S(6)) For any countably infinite sequence of points {(ηn, ξn) ⊆ (D⊗E)2, n = 1, 2, . . .},

sup
n∈N

{

ess sup
t∈[0,1]

KP
ηnξn

(t)

}

< ∞.

(S(7)) {Lηjξj
}j=∞

j=1 is a sequence of positive real numbers indexed by a countably infinite

sequence of elements {(ηj, ξj)}∞j=1 ⊆ (D⊗E)2 that depends on an arbitrary pair (η, ξ) ∈

D⊗E and defined as follows:

Lη1ξ1 = Rη1ξ1

and

Lηjξj
:= ess sup

[0,1]

KP
ηjξj

(t), j ≥ 2.

(S(8)) From (S(7)) above, we set

Lηξ,n = max
j=1,2,...,n

{Lηjξj
} and Lηξ = sup

n∈N

{Lηξ,n}.

(S(9)) For arbitrary η, ξ ∈ D⊗E and t ∈ [0, 1], we define

Eηξ(t) = 2Lηξ + 2Lηξ

∫ t

0

(

KP
ηξ(s)e

Lηξs
)

ds,

where the constant Lηξ is given by S(8) above.

(S(10)) J is the subset of the interval [0, 1] defined by

J = {t ∈ [0, 1] : Eηξ(t) ≤ γ, ∀η, ξ ∈ D⊗E}.
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Next we present a proposition which is useful for the proof of the existence result

that follows.

Proposition 3.1. Let {Φi}
∞
i=1 be a sequence of weakly absolutely continuous maps

from [0, 1] to Ã which satisfy the following conditions:

(i) (t, Φi(t)) ∈ QZ,γ, i ≥ 1, for almost all t ∈ J.

(ii) There exists a sequence {Vi}∞i=1 such that for arbitrary η, ξ ∈ D⊗E and a constant

Lηξ > 0,

(a) Φi(t) = X0 +
∫ t

0
Vi−1(s)ds, i ≥ 1

(b) | d
dt
〈η, Φi(t)ξ〉 −

d
dt
〈η, Φi−1(t)ξ〉| ≤ 2Li−1

ηξ KP
ηξ(t)

ti−2

(i−2)!
, for almost all t ∈ J . Then,

(c) ‖Φi(t) − Φi−1(t)‖ηξ ≤ 2Lηξ

∫ t

0
KP

ηξ(s)
(Lηξs)i−2

(i−2)!
ds, t ∈ J , i ≥ 2.

Proof. Let (i) and (ii) hold. Then

‖Φi(t) − Φi−1(t)‖ηξ = |

∫ t

0

〈η, (Vi−1(s) − Vi−2(s))ξ〉ds|, by (ii)(a)

= |

∫ t

0

{
d

ds
〈η, Φi(s)ξ〉 −

d

ds
〈η, Φi−1(s)ξ〉}ds|, by (ii)(a)

≤

∫ t

0

|
d

ds
〈η, Φi(s)ξ〉 −

d

ds
〈η, Φi−1(s)ξ〉|ds

≤ 2Li−1
ηξ

∫ t

0

KP
ηξ(s)

si−2

(i − 2)!
ds

= 2Lηξ

∫ t

0

KP
ηξ(s)

(Lηξs)
i−2

(i − 2)!
ds, t ∈ J, i ≥ 2, by (ii)(b).

This concludes the proof.

Next, we present our result on the existence of solution of QSDI (1.1) subject to

the conditions (S(1)) − (S(10)) above. The result shall be established by employing a

similar line of argument as in the proof of Theorem (8.2) in [8].

Theorem 3.2. Suppose that the conditions S(1) − S(10) hold and the coefficients

E, F, G, H are continuous from [0, 1] × Ã to
(

clos(Ã), τH

)

.

Then there exists a solution Φ of (1.1) such that

(3.1) ‖Φ(t) − Z(t)‖ηξ ≤ Eηξ(t), t ∈ J,

and

(3.2) |
d

dt
〈η, Φ(t)ξ〉 −

d

dt
〈η, Z(t)ξ〉| ≤ Lηξ

(

1 + 2KP
ηξ(t)e

Lηξt
)

.

Proof. In what follows, η, ξ ∈ D⊗E are arbitrary elements. Our proof will be estab-

lished by constructing a Cauchy sequence {Φn}n≥0 in Ã of successive approximations

of Φ in such a way that the sequence { d
dt
〈η, Φn(t)ξ〉} is also Cauchy in the field of

complex numbers.
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Define Φ0(t) = Z, then Φ0 is adapted. By Theorem (1.14.2) in [1] (See also [8]),

there exists a measurable selection V0(·)(η, ξ) ∈ P (·, Φ0(·))(η, ξ) such that

|V0(t)(η, ξ) −
d

dt
〈η, Φ0(t)ξ〉|

= d

(

d

dt
〈η, Φ0(t)〉, P (t, Φ0(t))(η, ξ)

)

≤ Wηξ(t).(3.3)

As the map (η, ξ) → V0(t)(η, ξ) is a sesquilinear form on D⊗E, for almost all t ∈ J ,

then there exists V0(t) ∈ Ã such that V0(t)(η, ξ) = 〈η, V0(t)ξ〉. Since V0(·)(η, ξ) is

locally absolutely integrable, then V0 ∈ L1
loc(Ã).

Next we define

Φ1(t) = X0 +

∫ t

0

V0(s)ds, t ∈ J.

As V0(t) ∈ Ã for almost all t ∈ J , it follows that Φ1(t) ∈ Ãt, i.e Φ1 is adapted.

Furthermore, for t ∈ J,

‖Φ1(t) − Φ0(t)‖ηξ ≤ ‖X0 − Φ0(t0)‖ηξ +

∫ t

0

|V0(s)(η, ξ) −
d

ds
〈η, Φ0(s)ξ〉|ds

≤ δηξ +

∫ t

0

Wηξ(s)ds(3.4)

Notice that by (3.3),

(3.5) |
d

dt
〈η, Φ1(t)ξ〉 −

d

dt
〈η, Φ0(t)ξ〉| ≤ Wηξ(t).

Again there exists a measurable selection V1(·)(η, ξ) ∈ P (·, Φ1(·))(η, ξ) such that

|V1(t)(η, ξ) −
d

dt
〈η, Φ1(t)ξ〉| = d

(

d

dt
〈η, Φ1(t)ξ〉, P (t, Φ1(t))(η, ξ)

)

≤ ρ (P (t, Φ0(t))(η, ξ), P (t, Φ1(t))(η, ξ))

≤ KP
ηξ(t)‖Φ0(t) − Φ1(t)‖η1ξ1

≤ KP
ηξ(t)

(

δη1ξ1 +

∫ t

0

Wη1ξ1(s)ds

)

,(3.6)

for some η1, ξ1 ∈ D⊗E that depend on η, ξ.

By a similar argument as for the existence of V0(·), there exists V1 ∈ L1
loc(Ã) such

that for almost all t ∈ J ,

V1(t)(η, ξ) = 〈η, V1(t)ξ〉.

Next we define,

Φ2(t) = X0 +

∫ t

0

V1(s)ds, t ∈ J.

Again, Φ2(t) ∈ Ãt since V1(t) ∈ Ã for almost all t ∈ J , i.e. Φ2 is adapted.

Furthermore, for t ∈ J ,

‖Φ2(t) − Φ1(t)‖ηξ = ‖

∫ t

0

(V1(s) − V0(s)) ds‖ηξ
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= |

∫ t

0

〈η, (V1(s) − V0(s)) ξ〉ds|

≤

∫ t

0

|〈η, V1(s)ξ〉 − 〈η, V0(s)ξ〉|ds

≤

∫ t

0

ρ (P (s, Φ1(s))(η, ξ), P (s, Φ0(s))(η, ξ))ds

≤

∫ t

0

KP
ηξ(s)‖Φ1(s) − Φ0(s)‖η1ξ1ds

By applying (3.4), we have the estimate

(3.7) ‖Φ2(t) − Φ1(t)‖ηξ ≤

∫ t

0

(

KP
ηξ(s)

[

δη1ξ1 +

∫ s

0

Wη1ξ1(r)dr

])

ds.

We may write (3.6) as

(3.8) |
d

dt
〈η, Φ2(t)ξ〉 −

d

dt
〈η, Φ1(t)ξ〉| ≤ KP

ηξ(t)

(

δη1ξ1 +

∫ t

0

Wη1ξ1(r)dr

)

.

Continuing the procedure, there exists a measurable selection V2(·)(η, ξ) ∈

P (·, Φ2(·))(η, ξ) and a pair of elements η2, ξ2 ∈ D⊗E depending on η, ξ such that

|V2(t)(η, ξ) −
d

dt
〈η, Φ2(t)ξ〉| = d

(

d

dt
〈η, Φ2(t)ξ〉, P (t, Φ2(t))(η, ξ)

)

≤ ρ (P (t, Φ1(t))(η, ξ), P (t, Φ2(t))(η, ξ))

≤ KP
ηξ(t)‖Φ1(t) − Φ2(t)‖η2ξ2

≤ KP
ηξ(t)

∫ t

0

(

KP
η2ξ2

(s)

[

δη1ξ1 +

∫ s

0

Wη1ξ1(r)dr

])

ds,(3.9)

on account of (3.7).

Again, (3.9) may be written as

|
d

dt
〈η, Φ3(t)ξ〉 −

d

dt
〈η, Φ2(t)ξ〉|

≤ KP
ηξ(t)δη1ξ1

∫ t

0

KP
η2ξ2

(s)ds + KP
ηξ(t)

∫ t

0

KP
η2ξ2

(s)

∫ s

0

Wη1ξ1(r)dr ds(3.10)

As before, it is straightforward to show that there exist V3, V2 ∈ L1
loc(Ã) defining

adapted processes Φ3, Φ4 for t ∈ J by

Φ3(t) = X0 +

∫ t

0

V2(s)ds, t ∈ J

Φ4(t) = X0 +

∫ t

0

V3(s)ds, t ∈ J(3.11)
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and satisfy the following inequalities

‖Φ3(t) − Φ2(t)‖ηξ

≤

∫ t

0

(

KP
ηξ(s)

[

∫ s

0

KP
η2ξ2

(s
′

)

[

δη1ξ1 +

∫ s
′

0

Wη1ξ1(r)dr

]

ds
′

])

ds

=

∫ t

0

KP
ηξ(s)

∫ s

0

δη1ξ1K
P
η2ξ2

(s
′

)ds
′

ds

+

∫ t

0

KP
ηξ(s)

∫ s

0

KP
η2ξ2

(s′)

∫ s′

0

Wη1ξ1(r)dr ds′ds.(3.12)

and

‖Φ4(t) − Φ3(t)‖ηξ

≤

∫ t

0

KP
ηξ(s)

∫ s

0

KP
η3ξ3

(s′)

∫ s′

0

δη1ξ1K
P
η2ξ2

(s′′)ds′′ds′ds

+

∫ t

0

KP
ηξ(s)

∫ s

0

KP
η3ξ3

(s′)

∫ s′

0

KP
η2ξ2

(s′′)

∫ s′′

0

Wη1ξ1(r)drds
′′

ds
′

ds.(3.13)

Furthermore

|
d

dt
〈η, Φ4(t)ξ〉 −

d

dt
〈η, Φ3(t)ξ〉| ≤ KP

ηξ(t)

∫ t

0

KP
η3ξ3

(s)

∫ s

0

δη1ξ1K
P
η2ξ2

(s′)ds′ds

+ KP
ηξ(t)

∫ t

0

KP
η3ξ3

(s)

∫ s

0

KP
η2ξ2

(s′)

∫ s′

0

Wη1ξ1(r)drds′ds(3.14)

so that from (3.13) and (3.14)

‖Φ4(t) − Φ3(t)‖ηξ ≤

∫ t

0

KP
ηξ(s)

∫ s

0

Lη3ξ3

∫ s′

0

δη1ξ1Lη2ξ2ds′′ds′ds

+

∫ t

0

KP
ηξ(s)

∫ s

0

Lη3ξ3

∫ s′

0

Lη2ξ2

∫ s′′

t0

Wη1ξ1dr ds′′ds′ds

≤ 2L3
ηξ

∫ t

0

KP
ηξ(s)

s2

2
ds,

and

|
d

dt
〈η, Φ4(t)ξ〉 −

d

dt
〈η, Φ3(t)ξ〉|

≤ KP
ηξ(t)

[

δη1ξ1Lη2ξ2Lη3ξ3

∫ t

0

∫ s

0

ds′ds

+ Wη1ξ1Lη2ξ2Lη3ξ3

∫ t

0

∫ s

0

∫ s′

0

dr ds′ds

]

= KP
ηξ(t)

[

δη1ξ1Lη2ξ2Lη3ξ3

t2

2
+ Wη1ξ1Lη2ξ2Lη3ξ3

t3

6

]

≤ KP
ηξ(t)

[

L3
ηξ,3

t2

2
+ L3

ηξ,3

t3

6

]

≤ 2KP
ηξ(t)L

3
ηξ

t2

2
, t ∈ [0, 1].(3.15)
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Indeed, there exists a sequence {Φi}i≥0 of weakly absolutely continuous processes

from [0, 1] to Ã satisfying the hypothesis (i) and (ii) of Proposition (3.1) and hence

its conclusion.

To prove this claim, we assume that the sequence {Φi} has already been defined

and satisfies the hypothesis (i) and (ii) of the proposition for i = 0, 1, 2 . . . , n. We shall

show that there exists a map Φn+1 : J → Ã for which (i) and (ii) of the proposition

also hold.

Again by Theorem (1.14.2) in [1], there exists

Vn(·)(η, ξ) ∈ P (·, Φn(·))(η, ξ)

such that

|
d

dt
〈η, Φn(t)ξ〉 − Vn(t)(η, ξ)| = d

(

d

dt
〈η, Φn(t)ξ〉, P (t, Φn(t))(η, ξ)

)

, a.e. on J.

As (η, ξ) → Vn(t)(η, ξ) is a sesquilinear form on D⊗E, for almost all t ∈ J , there exist

Vn ∈ L1
loc(Ã) such that

Vn(t)(η, ξ) = 〈η, Vn(t)ξ〉, a.e on J

Define

Φn+1(t) = X0 +

∫ t

0

Vn(s)ds, t ∈ J.

Then, for some pair of elements ηn, ξn ∈ D⊗E depending on η, ξ, we have the

following estimates:

|
d

dt
〈η, Φn+1(t)ξ〉 −

d

dt
〈η, Φn(t)ξ〉| = |〈η, Vn(t)ξ〉 − 〈η, Vn−1(t)ξ〉|

≤ ρ (P (t, Φn(t))(η, ξ), P (t, Φn−1(t))(η, ξ))

≤ KP
ηξ(t)‖Φn(t) − Φn−1(t)‖ηnξn

≤ KP
ηξ(t)

[

2Lηξ

∫ t

0

KP
ηnξn

(s)
(Lηξs)

n−2

(n − 2)!
ds

]

≤ 2Ln
ηξK

P
ηξ(t)

tn−1

(n − 1)!
,

which proves (ii)(b) of Proposition (3.1).

Furthermore, for t ∈ J ,

‖Φn+1(t) − Φ0(t)‖ηξ ≤ ‖Φ1(t) − Φ0(t)‖ηξ + ‖Φ2(t) − Φ1(t)‖ηξ

+ · · ·+ ‖Φn+1(t) − Φn(t)‖ηξ

≤ 2Lηξ + 2Lηξ

n−1
∑

k=0

∫ t

0

KP
ηξ(s)

(Lηξs)
k

k!
ds

≤ 2Lηξ

(

1 +

∫ t

0

KP
ηξ(s)e

Lηξsds

)

≤ γ.(3.16)
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This shows that (t, Φn+1(t)) ∈ QZ,γ and therefore proves (ii)(c) of Proposition 3.1. It

follows that the sequence {Φn(t)} is a τω-Cauchy sequence and therefore converges to

some Φ(t) ∈ Ã. We conclude that Φ(t) is a solution of (1.1) for almost all t ∈ J in

the same way as in the proof of Theorem 8.2 in [8].

Finally, by using (ii)(b) of Proposition 3.1, we have the following:

|
d

dt
〈η, Φn+1(t)ξ〉 −

d

dt
〈η, Φ0(t)ξ〉| ≤ |

d

dt
〈η, Φ1(t)ξ〉 −

d

dt
〈η, Φ0(t)ξ〉|

+

n−1
∑

k=0

2LηξK
P
ηξ(t)

[Lηξt]
k

k!
≤ Lηξ + 2LηξK

P
ηξ(t)e

Lηξt.

Taking the limit as n → ∞, we obtain inequality (3.2). Similarly, inequality (3.1)

follows from (3.16) above.

Corollary 3.3. Suppose that the conditions S(1) − S(10) hold in the region

QX0,γ = {(t, x) ∈ [0, 1] × Ã : ‖x − X0‖ηξ ≤ γ},

then the solution X(t) of (1.1) exists on the segment.

Proof. The conditions of Theorem (3.2) will be satisfied if we set Z(t) ≡ X0, a

trivially adapted quasi solution, and the function

Wηξ(t) = d (0, P (t, X0)(η, ξ))

is continuous, by the continuity of the map (t, x) → P (t, x)(η, ξ).

Our next result shows that new solutions of QSDI (1.1) exist in some neighbour-

hoods of a solution. This establishes the nonuniqueness of solutions as in the case of

Lipschitz differential inclusions in finite dimensional Euclidean spaces (see [1]).

Theorem 3.4. Let Φ0(t) be a solution of problem (1.1). Suppose that in the region

QΦ0,ǫ0, the conditions of Theorem (3.2) are satisfied with Lipschitz constant Kηξ that

depends only on arbitrary elements η, ξ ∈ D⊗E, for some constant ǫ0 > 0.

Then for any

(3.17) ǫ > 2Lηξ + 2Kηξ(e
Lηξ − 1)

valid for all η, ξ ∈ D⊗E, a solution Φ(t) of QSDI (1.1) exists such that

‖Φ(t) − Φ0(t)‖ηξ < ǫ, on [0, 1].

Suppose in addition that the map t → d
dt
〈η, Φ0(t)ξ〉 is continuous on the interval [0, 1],

then there exists a constant Mηξ > 0 depending on η, ξ such that

(3.18) |
d

dt
〈η, Φ(t)ξ〉| < Mηξ, almost all t ∈ [0, 1].

Proof. We employ an adaptation of the argument in the proof of Theorem 2 in [11]

as follows:



QUANTUM STOCHASTIC DIFFERENTIAL INCLUSIONS 499

We consider the region QΦ0,ǫ for ǫ0 big enough such that 0 < ǫ < ǫ0 in view of

the constraint (3.17). By the continuity of the map (t, x) → d (0, P (t, x)(η, ξ)) on the

region QΦ0,ǫ0, we have

sup
QΦ0,ǫ0

d (0, P (t, x)(η, ξ)) = Sηξ < ∞.

Define the number

Aηξ =
2ǫ

ǫ − 2Lηξ − 2Kηξ(eLηξ − 1)
.

Then in view of (3.17), Aηξ > 0. Thus, by a similar reason as in [11], we can find

numbers b ≥ Kηξǫ, b ≥ Sηξ such that

(3.19)

∫

B

|
d

dt
〈η, Φ0(t)ξ〉|dt <

ǫ

Aηξ

where

B = {t ∈ [0, 1] : |
d

dt
〈η, Φ0(t)ξ〉| > b}.

By the argument in the proof of Theorem 3.2, since Φ0(t) is a solution of (1.1), there

exists an element V0 ∈ L1
loc(Ã) such that

Φ0(t) = X0 +

∫ t

0

V0(s)ds

and
d

dt
〈η, Φ0(t)ξ〉 = 〈η, V0(t)ξ〉, almost all t ∈ [0, 1].

Next we define

V (t) = V0(t), t ∈ ([0, 1]\B)

= 0, t ∈ B.

and

Y (t) = X0 +

∫ t

0

V (s)ds.

We note here that the process Y lies in Ad(Ã)wac.

For t ∈ ([0, 1]\B),

〈η, Y (t)ξ〉 = 〈η, X0ξ〉 +

∫ t

0

〈η, V (s)ξ〉ds = 〈η, Φ0(t)ξ〉.

For t ∈ B,

〈η, Y (t)ξ〉 = 〈η, X0ξ〉.

Therefore we have for both cases using (3.19)

|〈η, Y (t)ξ〉 − 〈η, Φ0(t)ξ〉| = ‖Y (t) − Φ0(t)‖ηξ ≤
ǫ

Aηξ

,

and

d

(

d

dt
〈η, Y (t)ξ〉, P (t, Y (t))(η, ξ)

)

= Wηξ(t),
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almost everywhere on [0, 1].

Furthermore,

(3.20) Wηξ(t) ≤ Sηξ < b, for t ∈ B,

For t ∈ ([0, 1]\B), we have

d

dt
〈η, Y (t)ξ〉 =

d

dt
〈η, Φ0(t)ξ〉 ∈ P (t, Φ0(t))(η, ξ).

Thus

(3.21) Wηξ(t) = d

(

d

dt
〈η, Φ0(t)ξ〉, P (t, Y (t))(η, ξ)

)

= 0 ≤ Kηξǫ.

Hence by Theorem 3.2, there exists a solution Φ of (1.1) satisfying

‖Φ(t) − Y (t)‖ηξ ≤ Eηξ(t), t ∈ J,

and where Eηξ(t) is given by S(9).

By the definition of the set B ⊆ [0, 1], and the estimate (3.19) above, we have

(3.22)

∫

B

bds <

∫

B

|
d

ds
〈η, Φ0(s)ξ〉|ds ≤

ǫ

Aηξ

.

By (3.19), (3.22) and S(9), we have,

Eηξ(t) <

∫

B

Sηξds + 2Lηξ + 2Lηξ

∫ t

0

(

Kηξe
Lηξs
)

ds

<
ǫ

Aηξ

+ 2Lηξ + 2Kηξ(e
Lηξ − 1).

Hence, we have

‖Φ(t) − Φ0(t)‖ηξ ≤ ‖Φ(t) − Y (t)‖ηξ + ‖Y (t) − Φ0(t)‖ηξ

≤
2ǫ

Aηξ

+ 2Lηξ + 2Kηξ(e
Lηξ − 1) = ǫ.

Again by Equation (3.2), Φ(t) satisfies

|
d

dt
〈η, Φ(t)ξ〉 −

d

dt
〈η, Y (t)ξ〉| ≤ Lηξ(1 + 2Kηξe

Lηξt)

≤ Lηξ(1 + 2KηξUηξ) := Nηξ,(3.23)

where

Uηξ = sup
t∈[0,1]

(eLηξt).

Thus by definition, d
dt
〈η, Y (t)ξ〉 = 0 for t ∈ B and for t ∈ ([0, 1]\B),

d

dt
〈η, Y (t)ξ〉 =

d

dt
〈η, Φ0(t)ξ〉.

Putting

sup
[0,1]

|
d

dt
〈η, Φ0(t)ξ〉| = Tηξ,
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then from (3.23)

|
d

dt
〈η, Φ(t)ξ〉| ≤ Nηξ, t ∈ B,

and

|
d

dt
〈η, Φ(t)ξ〉| ≤ Tηξ + Nηξ, t ∈ ([0, 1]\B).

Inequality (3.18) follows by defining

Mηξ = Tηξ + Nηξ.
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Abstract. The contributions of Professor G.O.S. Ekhaguere between 1976 and 2017 can broadly be
classified into 4 groups as follows: (a) contributions to mathematical physics, (b) contributions to non-
commutative stochastic analysis, (c) contributions to ∗-algebras and (d) contributions to mathematical
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questions and applications to physical problems. The groups are not mutually exclusive. Results in some
of the groups are often applied or employed in other groups.
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1. Contribution to Mathematical Physics

(a) In 1977, Professor G.O.S. Ekhaguere (GOSE, hereinafter) worked on the Markov properties
of stochastic processes due to Nelson and Wong. The study furnished important applications to
Mathematics and Physics problems. Further details can be found in Journal of Mathematical
Physics, 18(1977)2104-2107 and reviewed by T. Neabrunn for the AMS published MR.

(b) In 1978, GOSE did not only develop the theory of superselection rules, but also estab-
lished a wide class of inequivalent irreducible ∗-representations of the canonical commutations
relations of the electromagnetic field. He employed the method of C∗-algebra for the representation.
These contributions were published in J. Mathematical Physics, Volume 19,1751-1757 2,
reviewed for the MR by Y. Kato.

He Continued his study of superselection rules in J. Mathematical Physics, 25 (1984), 678-
683 and characterized a subclass of the ∗-representation consisting of positive ∗-representation. He
exhibited new superselection sectors.

1.1 Gaussian fields of Markov types

In 1979, GOSE established necessary and sufficient conditions for a class of Guassian generalized
field to have a Markov property. He showed that Wong’s notion of Markov property is weaker than
that of Nelson in certain cases. More so, he showed that his results have applications to quantum
field theory by employing the theory of Markovian generalized stochastic fields. These eesults were
published in Physics A 99(3) 545-568 1979, reviewed by Koichiro Matsuno for the MR.

Furthermore he established a theorem in the same year 1979, that new Markov fields may be
obtained from old ones by the use of multiplicative measurable operators. He employed the Gudder-
Marchand formulation of noncommutative integration. Results were published in J. Maths Physic.
20(8) 1679-1683 (1979), reviewed by Paul Benioff for the MR.

In 1980, GOSE established a characterization of Markovian homogenous multicomponent Gaussian
fields. He gave a necessary and sufficient condition for Markov property. Results were published in
Communications in Maths Physics, 63-77 (1980).

In 1982, GOSE formulated a noncommutative stochastic process over complete locally convex
∗-algebra and discussed quantum fields as examples. The results were published in J. Physics A
15(11) 3453-3463 and reviewed by H. Araki for the MR.
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1.2 Central limit theorems

In 1985, GOSE established some central limit theorems in probability space. He extended the results
of Urbanik to the case where the random variables are densely defined self adjoint linear operators
on a separable Hilbert space. A 50 page-long contribution was published in Publications Research
Institute Maths Science (1985) V21(3) 541-591.

2. Contributions to non-commutative stochastic analysis

(a) In 1982, GOSE made a very significant contribution to the theory of non-commutative
stochastic integration. He developed stochastic integration with respect to certain Martingales
of non-commuting measurable operators and showed by some calculations that his formulation
extends the classical Ito integration. The results were published in J. Nigerian Maths Society
Vol 1 (1982), 11-23.

(b) In 1985, GOSE reformulated some results of Hudson and Patasarathy in the language of
Op∗-algebra. He established a notion of differentiability within the context of the algebra. Then he
established a chain rule for stochastic differentials of suitable integrands. Results were published in
Lecture Notes in Physics 262, Springer, 1986 and reviewed by David Applebaum.

GOSE also established the existence and some properties of solutions of quantum integral
equations in COMO, 1985, 453-455.

(c) In 1990, GOSE established a major and complicated theorem on the functional Ito for-
mula in quantum stochastic calculus. A noncommutative analogue of the Ito formula for Boson
quantum stochastic integrals was developed. His algebraic approach allowed the validity of results
for unbounded operators. He introduced an operator algebra of unbounded linear operators on
certain Hilbert spaces and considered the locally convex completions of the algebra. Results were
published in J. Maths Physics 31(1990) 2921-2929 and reviewed by Koichiro Matsuno for the
MR. It should be noted that the paper was submitted in 1986 but published after 4 years under
editorial review.

(d) In 1994, GOSE established stochastic integration in ∗-algebras without Doob-Meyer de-
composition theorems. He defined the integration with respect to square integrable Martingales
in unital ∗-algebras. He generalized some of his previous results in this direction. Earlier, he had
worked on decomposition theorems and established a Doob-Mayer decomposition theorems. The
theory was shown to be applicable to algebras generated by annihilation and creation operators on
symmetric Fock spaces. Results were published in J. Nigerian Maths Soc 13 (1994), 9-22 and
81-101 and reviewed by Stanislaw Goldstein.

(e) In 1992, he began to publish series of papers on quantum stochastic differential inclusions of
the form

dx(t) ∈ E(t, x(t))d ∧π (t) + F (t, x(t))dAf (t)

+G(t, x(t))dA+
g (t) +H(t, x(t))dt

x(t0) = x0, almost all t ∈ [t0, T ]

which is understood in integral form as:

x(t) ∈ x0 +

∫ t

t0

(E(s, x(s))d ∧π (s) + F (s, x(s))dAf (s)

+G(s, x(s))dA+
g (s) +H(s, x(s))ds)

Trans. of the Nigerian Association of Mathematical Physics, Vol. 6 (Jan., 2018) 2
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where the integral is in the sense of Hudson and Pathasarathy.
GOSE first generalised the standard Fock space quantum stochastic calculus to multivalued

stochastic integrands. His approach have applications to stochastic controls and stochastic differ-
ential equations with discontinuous coefficients. In addition, GOSE established the existence of
solutions to Lipschitzian QSDI and those of their convexifications.

In 1995, GOSE proved that a QSDI of hypermaximal monotone type has a unique adapted so-
lution. As examples, he exhibited a large class of QSDI of hypermaximal monotone type arising as
perturbations of certain quantum stochastic equations by some multivaled processes.

In 1996, GOSE developed the theory of Quantum stochastic evolutions in parallel with the clas-
sical theory. His 3 papers in this area were published in International Journal on Theoretical
Physics, Vol 31 (1992) 2003-2027, Vol 34 (1995) 323-353, Vol 35 (1996) 1909-1946 and
reviewed by 2 world class mathematicians K.R Pathasarathy and Camillo Trapani for the AMS MR.

In the year 2007, by endowing the space A of quantum stochastic processes consisting of a class
of linear maps from a preHilbert space to its completion, with seven different types of topologies
generated by diverse families of seminorms, GOSE established properties of topological solutions of
noncommutative stochastic differential equations in integral form given by:

dx(t) = E(t, x(t))d ∧π (t) + F (t, x(t))dAf (t)

+G(t, x(t))dA+
g (t) +H(t, x(t))dt

x(t0) = x0, almost all t ∈ [t0, T ]

Results were published in Stochastic Analysis and Applications, 25, 961-991 (2007), and
reviewed for the MR by Raja Bhat.

3. Contributions to ∗-algebras

In 1988, GOSE worked on the Dirichlet forms of partial ∗-algebras. Some results on C∗-algebras
were extended to partial ∗-algebras.

He defined on L2(A,B, τ) over the triple consisting of a partial ∗algebra and Ideal of A and τ
a sesquilinear form satisfying some assumptions. GOSE established Dirichlet forms on L2(A,B, τ)
which are sesquilinear forms whose domain is closed under the actions of Lipschitzian maps. He
examined relationship between between Markovian operators and Dirichlet forms. These results
were published in Maths Proceedings, Cambridge Philosophical Society, 104, (1988) 129-
140 and reviewed by Camillo Trapani.

In 1989, GOSE worked on unbounded partial Hilbert algebras. He introduced this notion and
studied some properties and examples. Results were published in J. Maths Physics 30, (1989),
1957-1964 and reviewed by Konrad Schmudgen.

In 1991, GOSE worked on Partial W∗-dynamical systems and on completely positive conjugate -
bilinear maps on partial ∗-algebras. He introduced and studied the partial W∗-dynamical systems
(M, {Φt}, t ∈ R+), where Φt is a semigroup of a completely positive conjugate bilinear map on M .
He solved the dilation problems and described the associated Markov process. He established major
results on the generalization to a particular partial ∗-algebra of Stinesprings concerning completely
positive maps on C∗-algebras and on generalization of Radon-Nikodym for ∗ algebras. Results were
published in J. Maths Physics, 32 (1991), 2951-2958.

In 1993, GOSE worked on non-commutative mean ergodic theorem for partial W ∗ -dynamical
semigroups. He furnished applications to statistical mechanics and quantum field theory and proved
the Mean Ergodic Theorem for semigroups of maps on the algebra. The result which generalized
Watanabe’s Mean Ergodic Theorem was published in Internal. Journal of Theoretical Physics
32 (1993), 1187-1196 and was reviewed by A.I. Danilenko.

In the year 2001, GOSE established an algebraic representation theory of partial algebras. He
employed the notion of operator set. Results were published in the Annals of Henri Poincare 2,
377-385 and reviewed by Camillo Trapani.
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In the year 2007, GOSE examined Bitraces on Partial O∗-algebras. He studied some properties of
∗-representations determined by bitraces. He furnished the notion of partial W∗-algebras as general-
ization of W∗-algebras. Results were published in International Journal of Mathematics and
Mathematical Sciences, 2007, and reviewed by Francesco Tschinke for the MR.

In the year 2008, GOSE embarked on characterizations of partial algebras. He established that
every locally convex algebra is an inductive limit of locally convex partial algebras. He identified
partial algebras that can be represented as partial algebras of unbounded operators. Results were
published in J. Mathematical Analysis and Applications, 337, 1295-1301.

In the year 2015, GOSE carried out a study on partial W∗-dynamical systems and their dilations.
He introduced the concepts of a partial O∗ -algebras and a partial W ∗-algebras whose elements are
linear operators on a Hilbert space. He described the infinitesimal generators of a ∗-biautomorphism
groups and ∗-biderivations of a partial W ∗-algebra. He established a relationship between the gen-
erators of ∗-biderivatives. Results were published in Contemporary Maths 645, AMS, Prove-
dence, RI and reviewed by Chul Ki ko for the MR.

4. Contributions to mathematical finance

In the year 2004, GOSE examined some aspects of the mathematical foundations of the theory of
contingent claims in financial markets. He described the classical theory of the pricing of contingent
claims in an ideal financial markets and subsequently highlighted some ways of relaxing assumptions
of an ideal market in the case of an imperfect or real world financial markets. The article appeared
in Publications of the ICMCS 1, 197-214.
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Abstract
We establish the existence and some properties of viable solutions of lower semi-
continuous quantum stochastic differential inclusions within the framework of the
Hudson–Parthasarathy formulations of quantum stochastic calculus. The main results
here are accomplished by establishing a major auxiliary selection result. The results
here extend the classical Nagumo viability theorems,valid on finite dimensional
Euclidean spaces, to the present infinite dimensional locally convex space of non-
commutative stochastic processes.
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Mathematics Subject Classification 60H10 · 60H20 · 81S25

1 Introduction

This paper continues our previous works in [4–9,12–16,19,20]. On this occasion, the
existence and some properties of viable solutions of lower semicontinouos quantum
stochastic differential inclusions (QSDI) are established. In our previous considera-
tions, existence of solutions were sought and established globally in the locally convex
space of solutions. In this work, the global requirement are removed by restricting the
solution space to a subset of the entire space satisfying some topological conditions.
By employing the multivalued analogue of quantum stochastic calculus developed by
Hudson and Parthasarathy [17], in the framework of [13,19] the main results of this
paper are established.
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It is well known that classical differential inclusions could be solved by reducing
them to differential equations through selection theorems. By employing a similar
idea, this paper employs a non commutative generalization of Michael selection
result established in [20] to transform the lower semicontinuous quantum stochas-
tic differential inclusions under consideration to a quantum stochastic differential
equation.

The existence of viable solutions of differential equations and inclusions defined
on finite dimensional Euclidean spaces have been well studied, see, for example [1–
3,10,11,18,21,22]. However, similar classes of problems have not been well studied
for QSDI. This is a major motivation for this work. In the classical finite dimensional
setting, a necessary and sufficient condition for the existence of viable solutions was
established by Nagumo [22] in which the closed subset K , which is the viability
subset is bounded and satisfy the tangential condition. Other researchers have simi-
larly worked on further developments, and the extensions of Nagumo theorems and
applications see [10,11,18,22].

However, for the Nagumo-type fixed point results to work in the present non com-
mutative settings, this paper first established an auxiliary result by circumventing
certain difficulties using the unique properties of the family of seminorms that defines
the topology for the underling locally convex space of non commutative stochastic
processes.

The rest of the paper is organized as follows: Sect. 2 is devoted to the prelimi-
naries and some notations. The main results on viability of solutions including the
convergence of approximate solutions are established in Sect. 3.

2 Preliminaries

Let D be an inner product space and H , the completion of D.We denote by L+(D, H),
the set {X : D → H : X is a linear map satisfying Dom X∗ ⊇ D, where X∗ is the
operator adjoint of X}.
We remark that L+(D, H) is a linear space under the usual notions of addition and
scalar multiplication of operators.
In what follows, D is some inner product space with R as its completion, and γ is
some fixed Hilbert space.

For each t ∈ R+, we write L2
γ (R+), (resp. L2

γ ([0, t)) resp. L2
γ ([t,∞))), for the

Hilbert spaces of square integrable, γ -valued maps on R+ ≡ [0,∞), (resp. [0, t);
resp. [t,∞)). Then we introduce the following spaces:

(i) A ≡ L+(D⊗ E, R ⊗ Γ (L2
γ (R+)).

(ii) At ≡ L+(D⊗ Et ,R ⊗ Γ (L2
γ ([0, t))) ⊗ 1t .

(iii) At ≡ 1t ⊗ L+(D⊗ E
t ,R ⊗ Γ (L2

γ ([t,∞))), t > 0

where ⊗ denotes algebraic tensor product and 1t (resp. 1t ) denotes the identity map
on R ⊗ Γ (L2

γ ([0, t)))(resp.Γ (L2
γ ([t,∞))), t > 0. We note that At and At , t > 0,

may be naturally identified with subspaces ofA. For η, ξ ∈ D⊗ E, define ‖ · ‖ηξ onA
by ‖x‖ηξ = |〈η, xξ 〉|, x ∈ A. Then {‖ · ‖ηξ , η, ξ ∈ D⊗ E} is a family of seminorms
onA; we write τw for the locally convex Hausdorff topology onA determined by this

Author's personal copy
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family. We denote by Ã, Ãt and Ãt the completions of the locally convex topological
spaces (A, τw), (At , τw) and (At , τw), t > 0, respectively.

We define the Hausdorff topology on clos( ˜A) as follows: For x ∈ ˜A , M,N ∈
clos( ˜A) and η, ξ ∈ D⊗E, define

ρηξ (M,N ) ≡ max(δηξ (M,N ), δηξ (N ,M))

where
δηξ (M,N ) ≡ sup

x∈M
dηξ (x,N ) and

dηξ (x,N ) ≡ inf
y∈N

‖ x − y ‖ηξ .

The Hausdorff topology which shall be employed in what follows, denoted by, τH
, is generated by the family of pseudometrics {ρηξ (.) : ηξ ∈ D⊗E}.
Moreover, ifM ∈ clos( ˜A) , then ‖ M ‖ηξ is defined by

‖ M ‖ηξ≡ ρηξ (M, {0});

for arbitrary η, ξ ∈ D⊗E.

For A, B ∈ clos(C) and x ∈ C , a complex number, define

d(x,B) ≡ inf
y∈B

| x − y |
δξ (A,B) ≡ sup

x∈A
dξ (x,B) and

ρ(A,B) ≡ max(δ(A,B), δ(A,B))

Then ρ is a metric on clos(C) and induces a metric topology on the space.
We define the Hausdorff topology on clos( ˜A) as follows: For x ∈ ˜A ,M,N ∈ clos( ˜A)
and η, ξ ∈ D⊗E, define

ρηξ (M,N ) ≡ max(δηξ (M,N ), δηξ (N ,M))

where
δηξ (M,N ) ≡ sup

x∈M
dηξ (x,N ) and

dηξ (x,N ) ≡ inf
y∈N

‖ x − y ‖ηξ .

The Hausdorff topology which shall be employed in what follows, denoted by, τH , is
generated by the family of pseudometrics {ρηξ (.) : ηξ ∈ D⊗E}.
Definition 1 Let I ⊆ R+,

(i) A map X : I → Ã is called a stochastic process indexed by I .
(ii) A stochastic process X is called adapted if X(t) ∈ Ãt for each t ∈ I .

We denote by Ad(Ã) the set of all adapted stochastic processes indexed by I .
(iii) A member X of Ad(Ã) is called

Author's personal copy
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(a) weakly absolutely continuous if the map t → 〈η, X(t)ξ 〉, t ∈ I , is absolutely
continuous for arbitrary η, ξ ∈ D⊗ E. We denote this subset of Ad(Ã) by
Ad(Ã)wac.

(b) locally absolutely p-integrable if ‖X(·)‖p
ηξ is Lebesgue measurable and inte-

grable on [t0, t) ⊆ I for each t ∈ I , p ∈ (0,∞) and arbitrary η, ξ ∈ D⊗ E.
We denote this subset of Ad(Ã) by L p

loc(Ã).

Stochastic Integrators: Let B(γ ) denote the Banach space of bounded endomorphisms
of γ and let the spaces L∞

γ,loc(R+) and L∞
B(γ ),loc(R+) be defined by: L∞

γ,loc(R+) =
{ f : R+ −→ γ | f is linear, measurable and locally bounded function on R+}.
L∞
B(γ ),loc(R+) = {π : R+ −→ B(γ )|π is linear, measurable and locally bounded

function on R+}.
For f ∈ L∞

γ,loc(R+) and π ∈ L∞
B(γ ),loc(R+), we define π f ∈ L∞

γ,loc(R+) by

(π f )(t) = π(t) f (t), t ∈ R+. Also, for f ∈ L2
γ (R+) and π ∈ L∞

B(γ ),loc(R+), we

define the operators a( f ), a+( f ) and λ(π) in L+(D, Γ (L2
γ (R+))) as follows:

a( f )e(g) = 〈 f , g〉L2
γ (R+)e(g)

a+( f )e(g) = d

dσ
e(g + σ f )|σ = 0

λ(π)e(g) = d

dσ
e(eσπ f )|σ = 0

for g ∈ L2
γ (R+).

The operators a( f ), a+( f ) and λ(π) for arbitrary f ∈ L∞
γ,loc(R+) and π ∈

L∞
B(γ ),loc(R+) give rise to the operator-valued maps A f , A

+
f and Λπ defined by

A f (t) ≡ a( f χ [0, t))

A+
f (t) ≡ a+( f χ [0, t))

Λπ(t) ≡ λ(πχ [0, t))
t ∈ R+ where χI denotes the indicator function of the Borel set I ⊆ R+.

The operators a( f ), a+( f ) and λ(π) are the annihilation, creation and gauge oper-
ators of quantum field theory. The maps A f , A

+
f and Λπ are stochastic processes,

called the annihilation, creation and gauge processes, respectively when their values
are identifiedwith their ampliations onR⊗ Γ (L2

γ (R+)). These are the stochastic inte-
grators in theHudson and Parthasarathy [17] formulation of Boson quantum stochastic
integration which we adopt in the sequel.

2.1 Quantum stochastic differential inclusion

Definition 2 (1) By a multivalued stochastic process indexed by I ⊆ R+, we mean a
multifunction on I with values in clos(Ã).

Author's personal copy
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(2) If Φ is a multivalued stochastic process indexed by I ⊆ R+, then a selection of Φ

is a stochastic process X : I → Ã with the property that X(t) ∈ Φ(t) for almost
all t ∈ I .

(3) A multivalued stochastic process Φ will be called (i) adapted if Φ(t) ⊆ Ãt for
each t ∈ R+; (ii) measurable if t 
→ dηξ (x, Φ(t)) is measurable for arbitrary x ∈
Ã, η, ξ ∈ D⊗ E; (iii) locally absolutely p-integrable if t 
→ ‖Φ(t)‖ηξ , t ∈ R+ ,
lies in L p

loc(I ) for arbitrary ξ ∈ D⊗ E

The set of all locally absolutely p-integrable multivalued stochastic processes will
be denoted by L p

loc(Ã)mvs . For p ∈ (0,∞) and I ⊆ R+, L p
loc(I × Ã)mvs is the set of

maps Φ : I × Ã → clos(Ã) such that t 
→ Φ(t, X(t)), t ∈ I , lies in L p
loc(Ã)mvs for

every X ∈ L p
loc(Ã). If Φ ∈ L p

loc(I × Ã)mvs , then

L p(Φ) ≡ {ϕ ∈ L p
loc(Ã) : ϕ is a selection of Φ}

Let f , g ∈ L∞
Υ ,loc(R+), π ∈ L∞

B(Υ ),loc(R+), 1 is the identity map on , R ⊗
Γ (L2

γ (R+)), and M is any of the stochastic processes A f , A+
g ,Λπ , and s 
→ s1, s ∈

R+. We introduce stochastic integral (resp. differential) expressions as follows. If
Φ ∈ L2

loc(I × Ã)mvs and (t, X) ∈ I × L2
loc(I × Ã), then we make the definition

∫ t

t0
Φ(s, X(s))dM(s) ≡

{∫ t

t0
ϕ(s) dM(s) : ϕ ∈ L2(Φ)

}

This leads to the following definition.

Definition 3 Let E, F,G, H ∈ L2
loc(I × Ã)mvs and (t0, x0) be a fixed point of I × Ã.

Then, a relation of the form

dX(t) ∈ +E(t, X(t)dΛπ(t) + F(t, X(t)d A f (t)

+G(t, X(t))d A+
g (t) + H(t, X(t))dt, t ∈ I , (1)

is called quantum stochastic differential inclusions(QSDI) with coefficients in E,F,G,
H and initial data (t0, x0).

Equation (1) is understood in the integral form:

X(t) ∈ x0 +
∫ t

t0
(E(s, X(s))dΛπ(s) + F(s, X(s))d A f (s))

+G(s, X(s))d A+
g (s) + H(s, X(s))ds), t ∈ I ,

called a stochastic integral inclusion with coefficients E,F,G,H and initial data (t0, x0)
An equivalent form of (1) was established in [13], Theorem 6.2 as follows: For η, ξ ∈
D⊗ E.α, β ∈ L2

γ (R+) with η = c ⊗ e(α), ξ = d ⊗ e(β),define the following
complex-valued functions:

μαβ, vβ, σα : I −→ C, I ⊂ R+, by

Author's personal copy
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μαβ(t) = 〈α(t), π(t)β(t)〉γ
vβ(t) = 〈 f (t), β(t)〉γ
σα(t) = 〈α(t), g(t)〉γ

t ∈ I , f , g ∈ L2
γ,loc(R+), π ∈ L∞

B(γ ),loc. To these functions we associate the maps

μE, vF, σG, P from I × Ã into the set of sesquilinear forms on D⊗ E define by

(μE)(t, x)(η, ξ) = {〈η,μαβ(t)p(t, x)ξ〉 : p(t, x) ∈ E(t, x)
}

(vF)(t, x)(η, ξ) = {〈η, vβ(t)q(t, x)ξ〉 : q(t, x) ∈ F(t, x)
}

(σG)(t, x)(η, ξ) = {〈η, σα(t)u(t, x)ξ〉 : u(t, x) ∈ G(t, x)}
Pαβ(t, x) = μαβ(t)E(t, x) + vβ(t)F(t, x) + σα(t)G(t, x) + H(t, x)

P(t, x)(η, ξ) = 〈η, Pαβ(t, x)ξ〉, i .e
P(t, x)(η, ξ) = (μE)(t, x)(η, ξ) + (vF)(t, x)(η, ξ)

+(σG)(t, x)(η, ξ) + H(t, x)(σ, ξ)

H(t, x)(η, ξ) =
{

v(t, x)(η, ξ) : v(., X(.)) is a selection ofH(., X(.))∀X ∈ L2
loc( Ã)

}

(2)

Then problem (1) is equivalent to

d

dt
〈η, X(t)ξ 〉 ∈ P(t, X(t))(η, ξ)

〈η, X(t0)ξ 〉 = 〈η, x0ξ 〉 (3)

for arbitrary η, ξ ∈ D⊗ E and almost all t ∈ I . Hence the existence of solution of
(1) implies the existence of solution of (3) and vice-versa. As explained in [13], the
sesquilinear form valued map P:

P(t, x)(η, ξ) �= P̃(t, 〈η, xξ 〉)

For some complex-valued multifunction P̃ defined on I ×C for t ∈ I , x ∈ Ã, η, ξ ∈
D⊗ E.

Before proceeding to the proof of the main result in this work , we make use of
a result in [20] in which the multifunction (t, x) −→ P(t, x)(η, ξ) is lower semi
continuous with respect to the seminorm ‖.‖ηξ , closed and convex.

then there exists a continuous selection, P : I × Ã −→ sesq(D⊗E) of P such that

d

dt
〈η, X(t)ξ 〉 = P(t, X(t))(η, ξ)

〈η, X(t0)ξ 〉 = 〈η, x0ξ 〉 a.e t ∈ I
(4)

for arbitrary pair η, ξ ∈ D⊗E) ,(t, x) −→ P(t, x)(η, ξ) is continuous.
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3 Viability theory

Definition 4 Let P : I × Ã −→ sesq(D⊗ E)2 be a sesqulinear valued funtion, then
the subset K of Ã is viable with respect to P if for every (t0, x0) ∈ I × K there exists
T ∈ I , T > t0 such that Eq. (4) have at least one solution K .

Definition 5 Let K ⊆ Ã, A subset K ∈ clos(Ã) is locally closed if K (η, ξ) is a closed
subset with values in C then K (η, ξ) is locally closed if for each xηξ ∈ K (η, ξ), there
exists ρ > 0 such that D(xηξ , ρ) ∩ K (η, ξ) is closed for arbitrary pair η, ξ ∈ D⊗E.

We now define tangent cone as it applies to our non commutative settings.Wemake
use of Bouligand–Severi tangency concept in [11].

Definition 6 Let K ⊂ Ã, E ⊂ Ã such that K (η, ξ) ⊂ C, E(η, ξ) ⊂ C and x ∈ K
such that xηξ ∈ K (η, ξ) ⊂ C. Then the set E(η, ξ) is tangent to the set K (η, ξ) at the
point xηξ if

lim inf
h 
→0

1

h
d(xηξ + hE(η, ξ); K (η, ξ)) = 0

We denote by TK (η,ξ) the class of all sets which are tangent to K (η, ξ) at the point
xηξ for arbitrary η, ξ ∈ D⊗ E.

Proposition 1 The set TK (η,ξ)(xηξ ) of all vectors which are tangent to the set K (η, ξ)

at the point xηξ is a closed cone.

Proof Let (xηξ ) ∈ K (η, ξ) According to definition 6, E(η, ξ) ∈ TK (η,ξ)(xηξ ) if

lim inf
t 
→0

1

t
d(xηξ + t E(η, ξ); K (η, ξ)) = 0

Let s > 0, we observe that

lim inf
t 
→0

1

t
d(xηξ + tsE(η, ξ); K (η, ξ)) = s lim inf

t 
→0

1

ts
d(xηξ + tsE(η, ξ); K (η, ξ))

= s lim inf
τ 
→0

1

τ
d(xηξ + τ E(η, ξ); K (η, ξ))

Hence, sE(η, ξ) ∈ TK (xηξ ) To complete the proof, we need to show that TK (xηξ ) is
a closed set.

Let N∗ be the set of strictly positive natural numbers. Let (En(η, ξ))n∈N∗ be a
sequence of elements in TK (xηξ ), convergent to E(η, ξ) then we have

1

t
d(xηξ + t E(η, ξ); K (η, ξ)) ≤ 1

t
|t(E(η, ξ) − En(η, ξ))|

+1

t
d(xηξ + t En(η, ξ); K (η, ξ))

= |E(η, ξ) − En(η, ξ)|
+1

t
d(xηξ + t En(η, ξ); K (η, ξ))
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for every n ∈ N
∗. So

lim inf
t 
→0

1

t
d

(

xηξ + t E(η, ξ); K (η, ξ)
) ≤ |E(η, ξ) − En(η, ξ)|

for every n ∈ N
∗. Since limn→∞ |E(η, ξ) − En(η, ξ)| = 0, it follows that

lim inf
t 
→0

1

t
d(xηξ + t E(η, ξ); K (η, ξ)) = 0.

which shows that the set TK (η,ξ)(xηξ ) is a closed cone and this achieves the proof. ��
Proposition 2 A set E(η, ξ) ∈ C belongs to the cone TK (η,ξ)(xηξ ) if and only if for
every ε > 0 there exists h ∈ (0, ε) and qηξ,h ∈ Dηξ (0, ε) with the property

xηξ + h
(

E(η, ξ) + qηξ,h
) ∈ K (η, ξ)

Proof We see that E(η, ξ) ∈ TK (η,ξ)(xηξ ) if and only if for every ε > 0 there exists
h ∈ (0, ε) and pηξ,h ∈ K (η, ξ) such that

1

h
|xηξ + hE(η, ξ) − pηξ,h | ≤ ε.

let

qηξ,h = 1

h
(pηξ,h − xηξ − hE(η, ξ)),

and we have both |qηξ,h | ≤ ε and xηξ + h(E(η, ξ) + qηξ,h) = pηξ,h ∈ K (η, ξ). ��

3.1 Main result

In this section, we establish the quantum generalization of Nagumo viability result.

Existence of Approximate Solutions : Let (t0, x0,ηξ ) ∈ I ×K (η, ξ), then there exists
ρ > 0, such that D(x0,ηξ , ρ) ∩ K (η, ξ) be closed, then there exists Mηξ > 0, such
that

|P(t, x)(η, ξ)| ≤ Mηξ (5)

for every t ∈ [t0, T ] and x ∈ Dηξ (x, ρ) ∩ K ⊂ Ã and xηξ ∈ D(x0,ηξ , ρ) ∩ K (η, ξ)

and

(T − t0)(Mηξ + 1) ≤ ρ (6)

The existence of these three numbers will be made possible because K (η, ξ)

is locally closed and by the continuity of P which implies its boundedness on
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[t0, T ]×D(x0,ηξ , ρ), and so the existence ofMηξ > 0, and the fact that T ∈ I , T > t0,
is chosen very close to t0. The following lemma concerns the existence of family of
approximate solutions for the problem defined on interval [t0, c].
Lemma 1 Suppose K ⊂ Ã �= ∅ satisfying the following

(i) K is locally closed.
(ii) P : I × Ã −→ sesq(D⊗E)2 is continuous.
(iii) P(t0, x0)(η, ξ) ∈ TK(≡,∼)(x0,ηξ ) for each (t0, x0) ∈ I × K.

Then, for each ε ∈ (0, 1), there exist: a non decreasing function

σ : [t0, T ] −→ [t0, T ]

and two stochastic processes

g : [t0, T ] −→ Ã (7)

and

ϕ : [t0, T ] −→ Ã

lying in Ad(Ã)wac ∩ L2
loc(Ã) such that the corresponding sesquilinear form valued

maps associated with any pair of η, ξ ∈ D⊗E) given by

g : [t0, T ] −→ sesq(D⊗E)2

such that

g(t)(η, ξ) = 〈η, g(t)ξ 〉

and

ϕ : [t0, T ] −→ sesq(D⊗E)2

such that

ϕ(t)(η, ξ) = 〈η, ϕ(t)ξ 〉

satisfy the followin

(i) t − ε ≤ σ(t) ≤ t for every t ∈ [t0, T ]
(ii) |gηξ (t)| ≤ ε for every t ∈ [t0, T ]
(iii) ϕηξ (σ (t)) ∈ D(x0,ηξ , ρ) ∩ K (η, ξ) for every t ∈ [t0, T ] and

ϕηξ (T ) ∈ D(x0,ηξ , ρ) ∩ K (η, ξ)
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(iv) ϕ satisfies

〈η, ϕ(t)ξ 〉 = 〈η, x0ξ 〉 +
∫ t

t0
P(σ (s), ϕ(σ (s))(η, ξ)ds +

∫ t

t0
g(s)(η, ξ)ds

for every t ∈ [t0, T ]
A pair of the triple (σ, g, ϕ) as in Eq. (7) with the associated (σ, gηξ , ϕηξ ) satisfying
(i), (ii), (iii) and (iv) above is called an ε- approximate solution to the problem (4) on
the interval [t0, T ].
Proof Let t0 ∈ I , x0,ηξ ∈ K (η, ξ) and let ρ > 0, M > 0 and T > t0 be as above. Let
ε ∈ (0, 1) . We first show the existence of an ε- approximate solution on an interval
[t0, c] with c ∈ (t0, T ].
Since for every (t0, x0,ηξ ) ∈ I × K (η, ξ), P(t0, x0)(η, ξ) ∈ TK(≡,∼)(x0,ηξ ), from
Proposition (2), it follows that there exists c ∈ (t0, T ], c− t0 ≤ ε and qηξ,h has values
in C with | qηξ,h | ≤ ε such that

x0,ηξ + (c − t0)P(t0, x0)(η, ξ) + (c − t0)qηξ , h ∈ K (η, ξ)

Let Ic = [t0, c] , we now define the functions σ : [t0, c] −→ [t0, c], and stochastic
processes g : [t0, c] −→ Ã and ϕ : [t0, c] −→ Ã lying in Ad(Ã)wac ∩ L2

loc(Ã)

satisfying

⎧

⎪

⎨

⎪

⎩

σ(t) = t0 for t ∈ [t0, c], ,
gηξ (t) = qηξ for t ∈ [t0, c],
ϕηξ (t) = x0,ηξ + (t − t0)P(t0, x0)(η, ξ) + (t − t0)qηξ for t ∈ [t0, c].

The triple (σ, gηξ , ϕηξ ) is an ε approximate solution to the problem (4) on the
interval [t0, c]. This shows that conditions (i), (ii) and (iv) are satisfied, we now
show that condition (iii) is also satisfied using (5), (6) and (i). From (i) σ(t) = t0
and 〈η, X(t0)ξ 〉 = 〈η, x0ξ 〉 ,then 〈η, ϕ(σ (t))ξ 〉 = 〈η, x0ξ 〉, therefore we have
ϕ(σ(t))(η, ξ) ∈ D(x0,ηξ , ρ) ∩ K (η, ξ) for every t ∈ [t0, c]. Therefore, ϕ(c)(η, ξ) ∈
K (η, ξ). However, by (5) and (6),we have

|ϕ(c)(η, ξ) − ϕ0(η, ξ)| ≤ (c − t0) |P(t0, ϕ0)(η, ξ)| + (c − t0) |q|
≤ (T − t0)(Mηξ + 1) ≤ ρ

For every t ∈ [t0, c]. Thus (iii) is also satisfied.
We now define the ε− approximate solution on the whole interval I . We make use

of Brezis–Browder theorem in [8]. Let S be the set of all ε—approximate solutions
to the problem (4) defined on the interval [t0, c] with c ∈ (t0, T ]. On S we define
the relation “ �′′ by (σ1, g1,ηξ , ϕ1,ηξ ) � (σ2, g2,ηξ , ϕ2,ηξ ) if the domain of definition
[t0, c1] of the first triple is included in the domain of definition [t0, c2] of the second
triple, and the two ε—approximate solutions coincide on the common part of the
domains. Then, “ �′′is a pre-order relation on S. Firstly, we show that each increasing
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sequence ((σm, gm,ηξ , ϕm,ηξ ))m is bounded from above . Let ((σm, gm,ηξ , ϕm,ηξ ))m
be an increasing sequence, and let c∗ = limmcm where [t0, cm] denotes the domain
of definition of (σm, gm,ηξ , ϕm,ηξ ). Then c∗ ∈ (t0, T ].

We will show that there exists at least one element, (σ ∗, g∗
ηξ , ϕ

∗
ηξ ) ∈ S, defined on

[t0, c∗] and satisfying (σm, gm,ηξ , ϕm) � (σ ∗, g∗
ηξ , x

∗
ηξ ) for each m ∈ N. In order to

do this, we first prove that there exists limm ϕm(cm)(η, ξ).
For each m, n ∈ N,m ≤ n we have um(s) = un(s) for all s ∈ [t0, cm]. Taking into

account (iii), (iv) and (5), we have

| ϕm(cm)(η, ξ) − ϕn(cn)(η, ξ) | ≤
∫ cn

cm
| P(σn(s), ϕn(σn(s)))(η, ξ) | ds

+
∫ cn

cm
| gn(s)(η, ξ) | ds

≤ (Mηξ + ε) | cn − cm |

for every m, n ∈ N, which shows that there exists

lim
m 
→∞ ϕm(cm)(η, ξ) ∈ D(x0,ηξ , ρ) ∩ K (η, ξ)

Furthermore, because all the functions in the set {σm : m ∈ N} are non decreasing,
with values in [t0, c∗], and satisfy

σm(cm) ≤ σp(cp) for every m, p ∈ N, there exists limm 
→∞ σm(cm), then the
limit exists and belongs to [t0, c∗]. We now define a triple function (σ ∗, g∗

ηξ , ϕ
∗
ηξ ) :

[t0, c∗] −→ [t0, c∗] × C × C by

σ ∗(t) =
{

σm(t) for t ∈ [t0, cm],m ∈ N,

lim
m 
→∞ σm(cm) for t = c∗,

g∗
ηξ (t) =

{

gm(t)(η, ξ) for t ∈ [t0, cm],m ∈ N, for all η, ξ ∈ D⊗E),

0 for t = c∗,

ϕ∗
ηξ (t) =

{

ϕm(t)(η, ξ) for t ∈ [t0, cm],m ∈ N, for all η, ξ ∈ D⊗E),

lim
m 
→∞ ϕm(cm)(η, ξ) for t = c∗,

This shows that (σ ∗, g∗
ηξ , ϕ

∗
ηξ ) is an ε- approximate solution which is an upper bound

for ((σm, gm,ηξ , ϕm,ηξ ))m . Applying (ii) of Brezis–Browder theorem, we define the
function

M : S −→ R ∪ {+∞}. Then, for each ζ0 ∈ S there exists an M- maximal
element ζ̄ ∈ S satisfying ζ0 � ζ̄ . This shows thatM((σ, gηξ , ϕηξ )) = c where [t0, c]
is the domain of definition of (σ, gηξ , ϕηξ ). ThenM satisfies the hypothesis of Brezis–
Browder theorem . Then, S contains at least one M- maximal element (σ̄ , ḡηξ , ϕ̄ηξ )

defined on [t0, c̄]. In other words, if (σ̃ , g̃ηξ , ϕ̃ηξ ) ∈ S, defined on [t0, c̃], satisfies
(σ̄ , ḡηξ , ϕ̄ηξ ) � (σ̃ , g̃ηξ , ϕ̃ηξ ), then we necessarily have c̄ = c̃. We will show next that
c̄ = T . we assume by contradiction that c̄ < T . Then, taking into account the fact
that ϕ̄ηξ (c̄) ∈ D(x0,ηξ , ρ) ∩ K (η, ξ), we have
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| ¯ϕηξ (̄c) − x0,ηξ |
≤

∫ c̄

t0
| P(σ̄ (s), ϕ̄(σ̄ (s)))(η, ξ) | ds +

∫ c̄

t0
| ḡ(η, ξ)(s) | ds

≤ (c̄ − t0)(Mηξ + ε)

≤ (c̄ − t0)(Mηξ + 1) < (T − t0)(Mηξ + 1) ≤ ρ

Then, as ϕ̄ηξ (c̄) ∈ K (η, ξ) and P(c̄, ϕ̄(c̄))(η, ξ) ∈ TK (ϕ̄(c̄))(η, ξ), there exists
δ(0, T − c̄), δ ≤ ε and qηξ ∈ C such that | qηξ |≤ ε and

ϕ̄ηξ (c̄) + δP(c̄, ϕ̄(c̄))(η, ξ) + δqηξ ∈ K (η, ξ)

From the inequality above we have

| ϕ̄(c̄)(η, ξ) + δ[P(c̄, ϕ̄(c̄))(η, ξ) + qηξ ] − ϕ0(η, ξ) |≤ ρ

We now define the functions σ : [t0, c̄ + δ] −→ [t0, c̄ + δ] and g : [t0, c̄ + δ] −→ C

by

σ(t) =
{

σ̄ (t) for t ∈ [t0, c̄],
c̄ for t ∈ [c̄, c̄ + δ],

gηξ (t) =
{

ḡηξ (t) for t ∈ [t0, c̄], and for any η, ξ ∈ D⊗E),

q for t ∈ [c̄, c̄ + δ],

so | gηξ (t) |≤ ε for every t ∈ [t0, c̄ + δ]. In addition, for every t ∈ [t0, c̄ + δ], σ (t) ∈
[t0, c̄] and therefore ϕ̄(σ (t)) is well-defined and belongs to the set D(x0,ηξ , ρ) ∩ K .
Accordingly, we can define ϕηξ : [t0, c̄ + δ] −→ C by

〈η, ϕ(t)ξ 〉 = 〈η, ϕ0ξ 〉 +
∫ t

t0
P(σ (s), ϕ̄(σ (s)))(η, ξ)ds +

∫ t

t0
g(η, ξ)(s)ds

for every t ∈ [t0, c̄ + δ]. clearly, ϕη,ξ coincides with ¯ϕη,ξ on [t0, c̄] since the domain
[t0, c̄] is included in the domain of [c̄, c̄ + δ] and then it readily follows that ϕη,ξ , σ

and gη,ξ satisfy all the conditions in (i) and (ii). In order to prove (iii) and (iv) we
observe that

ϕηξ (t) =
{

ϕ̄ηξ (t) for t ∈ [t0, c̄].
ϕηξ (c̄) + (t − c̄)P(c̄, ϕ̄(c̄))(ηξ) + (t − c̄)q for t ∈ [c̄, c̄ + δ]

Then ϕηξ satisfies the equation in (iv). since

ϕηξ (σ (t)) =
{

ϕ̄ηξ (σ̄ (t) for t ∈ [t0, c̄].
ϕ̄ηξ (c̄) for t ∈ [t0, c̄ + δ]
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it follows that ϕηξ (σ (t)) ∈ D(x0,ηξ , ρ) ∩ K .
Furthermore, from the choice of δ and q, we have both ϕηξ (c̄+δ) = ¯ϕηξ (c̄)(η, ξ)+

δP(c̄, ϕ̄(c̄))(η, ξ) + δq ∈ K (η, ξ) and

| ϕ(c̄ + δ)(η, ξ) − x0(η, ξ) |
= | ϕ̄(c̄)(η, ξ) + δP(c̄, ϕ̄(c̄))(η, ξ) + δq − x0(η, ξ) |
≤ ρ

and consequently, ϕηξ satisfies (iii). Thus (σ, gηξ , ϕηξ ) ∈ S. Furthermore, since
(σ̄ , ḡηξ , ϕ̄ηξ ) � (σ, gηξ , ϕηξ ) and c̄ < c̄ + δ, it follows that (σ̄ , ḡηξ , ϕ̄ηξ ) is not a
M- maximal element. But this is absurd, we can eliminate this contradiction, only if
each maximal element in the set S is defined on [t0, T ]. Hence c̄ = T .

Theorem 1 Let K ⊂ Ã Assume that the following conditions hold:

(i) Themap (t, x) −→ P(t, x)(η, ξ) associatedwith the right hand-side of equation
(4) is continuous.

(ii) K (η, ξ) is non empty and locally closed
(iii) There exists Mηξ > 0 such that |P(t, x)(η, ξ)| ≤ Mηξ for every t ∈ [t0, T ] and

x ∈ D(x0,ηξ , ρ) ∩ K (η, ξ)

(iv) (T − t0)(Mηξ + 1) ≤ ρ

Then K (η, ξ) is viable with respect to P if and only if for every (t0, x0) ∈ I × K we
have P(t0, x0)(η, ξ) ∈ TK(≡,∼)(x0,ηξ )

Proof The proof is divided into two parts; We proceed as follows: If Part: Suppose
K (η, ξ) is viable with respect to P , then there exists a solution ϕ that satisfy Eq. (4).

Let (t0, x0,ηξ ) ∈ I × K (η, ξ) , We prove that

lim
h 
→0

1

h
d(x0,ηξ + hP(t0, x0)(η, ξ); K (η, ξ)) = 0.

then, there exists T ∈ I , T > t0, and a stochastic process ϕ ∈ K with 〈η, ϕ(t0)ξ 〉 ∈
K (η, ξ) satisfying Eq. (4).

d(x0,ηξ + hP(t0, x0)(η, ξ); K (η, ξ))

≤ ∣

∣x0,ηξ + hP(t0, x0)(η, ξ) − ϕ(t0)(η, ξ)
∣

∣

= lim
h 
→0

1

h

∣

∣x0,ηξ + hP(t0, x0)(η, ξ) − 〈η, ϕ(t0 + h)ξ 〉∣∣

= lim
h 
→0

∣

∣

∣

∣

P(t0, ϕ(t0))(η, ξ) − 〈η, (ϕ(t0 + h) − ϕ(t0)ξ 〉
h

∣

∣

∣

∣

=
∣

∣

∣

∣

P(t0, ϕ(t0))(η, ξ) − lim
h 
→0

〈η, (ϕ(t0 + h) − ϕ(t0)ξ 〉
h

∣

∣

∣

∣

=
∣

∣

∣

∣

P(t0, ϕ(t0))(η, ξ) − d

dt
〈η, ϕ(t)ξ 〉

∣

∣

∣

∣

t=t0

= 0
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This shows that the stochastic process ϕ is a solution to Eq. (4) and belongs to K .
Only If Part Suppose P(t0, x0)(η, ξ) ∈ TK(≡,∼) then we prove that P is viable to

K .
This concerns the existence and convergence of approximate solutions.
The proof is divided into two steps. The first step is concerned with the proof of

existence of a family of “approximate solutions” for the problem defined on interval
[t0, c] with c ∈ I and later showed that the problem above admits such approximate
solutions, all defined on an interval [t0, T ] independent of the “approximate order”.
The proof of the approximate solution is given by lemma 1 Finally, in the second step,
we shall prove the uniform convergence on [t0, T ] of a sequence of such approximate
solutions to a solution of the problem (4). ��

3.2 Convergence of approximate solutions

Let (εk)k∈N be a sequence from (0, 1) decreasing to 0 and let (σk, gηξ,k, ϕηξ,k)k∈N be
a sequence of εk- approximate solutions defined on [t0, T ].
From (i) and (ii), it follows that

lim
k 
→∞ σk(t) = t and lim

k 
→∞ gηξ,k(t) = 0 (8)

uniformly on [t0, T ]. On the other hand, from (iii), (iv) and (6) we have

|〈η, ϕk(t)ξ 〉|
≤ |〈η, (ϕk(t) − ϕ0)ξ 〉| + |〈η, ϕ0ξ 〉|
≤

∫ T

t0
| P(σk(s), ϕk(σk(s)))(η, ξ) | ds +

∫ T

t0
|gk(s)(η, ξ)|ds + |ϕ0,ηξ |

≤ (T − t0)(Mηξ + 1) + |ϕ0|ηξ ≤ ρ + |ϕ0,ηξ |
for every k ∈ N and every t ∈ [t0, T ]. Hence, the sequence (ϕk)k∈N is uniformly
bounded on [t0, T ]. Again from (iv), we have

|〈η, ϕk(t) − ϕk(s)ξ 〉|
≤ |

∫ t

s

d

dt
〈η, ϕk(t)ξ 〉dt0| + |

∫ t

s
|〈η, gk(t0)ξ 〉|dt0 |

≤| P(σk(s), ϕk(σk(s)))(η, ξ) | ds + |gk(s)(η, ξ)|ds
≤ (Mηξ + 1) |t − s|

for every t, s ∈ [t0, T ]. Consequently the sequence (ϕk)k∈N is equicontinuous on
[t0, T ]. However from Arzela - Ascolis theorem there exists at least a subsequence of
(ϕηξ,k)k∈N that is uniformly convergent to some point ϕηξ . i.e there exists a stochastic
process ϕ : [t0, T ] −→ Ã lying inAd(Ã)wac ∩ L2

loc(Ã) such that ϕηξ = 〈η, ϕξ 〉 and
ϕηξ,k = 〈η, ϕkξ 〉 then,

lim
k→∞〈η, ϕkξ 〉 = 〈η, lim

k→∞ ϕkξ 〉

Author's personal copy
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= 〈η, ϕξ 〉

Now using (iii), (8) and of the fact that D(x0,ηξ , ρ) ∩ K (η, ξ) is closed, we conclude
that ϕ(t)(η, ξ) ∈ D(x0,ηξ , ρ) ∩ K (η, ξ) for every t ∈ [t0, T ].

〈η, ϕk(t)ξ 〉 = 〈η, ϕ0ξ 〉 +
∫ t

t0
P(σk(t0), ϕk(σk(s)))(η, ξ)ds +

∫ t

t0
gk(s)(η, ξ)ds

now, taking the limit of the above and using (8), we have that

〈η, ϕ(t)ξ 〉 = 〈η, ϕ0ξ 〉 +
∫ t

t0
P(s, ϕ(s))(ηξ)ds

for every t ∈ [t0, T ], which gives the proof of the theorem.
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1. INTRODUCTION

The role of generalized ordinary differential or Kurzweil equations in apply-
ing topological dynamics to the study of ordinary differential equations as well as
their semigroup properties outlined in Artstein [1] is an interesting motivation for
studying this class of equations associated with the weak forms of the Lipschitzian
quantum stochastic differential equations.

In the framework of the Hudson-Parthasarathy [13] formulations of quantum
stochastic calculus, existence,uniqueness and the equivalent forms of Lipschitzian
quantum stochastic differential equations have been established. In the formula-
tions of Ekhaguere [8], the equivalent form is a first order initial value ordinary
differential equation of a nonclassical type having a sesquilinear form - valued
map as the right hand side (see [2,3,4]).

We remark that the equivalent form of QSDEs facilitates the introduction and
study of the associated Kurzweil equations. This is accomplished in the framework
of the Kurzweil integral calculus (called the generalized Perron integral calculus
in the formulations of [18]). The results obtained here are generalizations of anal-
ogous results due to references [1,5,6,7,18] concerning classical initial value prob-
lems to the noncommutative quantum setting involving unbounded linear operators
on a Hilbert space.

Consequently, the technique of topological dynamics can be applied to QS-
DEs as outlined in [1] by embedding the equivalent forms of these equations in the
space of the associated Kurzweil equations when sufficient analytical properties
of these equations have been developed. This question as well as the applications
of this concept to quantum fields/systems will be addressed elsewhere.

Finally, since the construction of Kurzweil integrals is a simple extension of
the Riemann theory of integration based on Riemann type integral sums,we use
this fact to obtain discrete approximations of weak solutions of QSDEs using the
associated Kurzweil equations.

Our numerical experiments show that the approximation methods developed
in this paper are of a reasonably high level of accuracy than the Euler scheme
and some multistep schemes considered in [4]. Moreover, the methods here are
applicable to a wider class of equations than the considerations in [4] since we work
with pure Caratheodory conditions. The rest of the paper is organised as follows: In
section 2, we outline some of the concepts which feature in the subsquent analysis
including the Kurzweil integral and some of its properties that are of interest in
respect of noncummutative quantum stochastic processes.

The Kurzweil equations associated with quantum stochastic differential
equation and some results on approximation of matrix elements of solution of
the equation are established in section 3. Sections 4 and 5 contain the major results
of this paper. In section 4, we derive a necessary and sufficient condition for a
sesquilinear form-valued map to be Kurzweil integrable. We then show that the
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space of Kurzweil integrable sesquilinear form-valued maps contains sesquilinear
form-valued maps that satisfy the Caratheodory conditions. In section 5, we em-
ploy our results in the previous section to prove that the weak form of quantum
stochastic differential equation and its associated Kurzweil equation are equivalent.
We then employ our approximation results of section 3 to generate approximate
values of the weak solution of quantum stochastic differential equation formulated
in Kurzweil form in section 6. We present some numerical examples.

In what follows, as in [2,3,4,8,9,10] we employ the locally convex topological
state space Ã of noncommutative stochastic processes and we adopt the definitions
and notations of spaces Ad(Ã), Ad(Ã)wac, L p

loc(Ã), L∞
γ,loc(IR+), and the integrator

processes ∧π , A+
g , A f , for f, g ∈ L∞

γ,loc(IR+), π ∈ L∞
B(γ ),loc(IR+). For E, F, G, H

lying in L2
loc[Ã × I ], we consider the quantum stochastic differential equation in

integral form given by

X (t) = X0 +
∫ t

t0

(E(X (s), s)d ∧π (s) + F(X (s), s)d A f (s)

+ G(X (s), s)d A+
g (s) + H (X (s), s)ds), t ∈ I, (1.1)

where the integral in equation (1.1) is understood in the sense of Hudson and
Parthasarathy [13]. However, Ekhaguere [8] has shown that equation (1.1) is equiv-
alent to the following first order initial value nonclassical ordinary differential
equation

d

dt
〈η, X (t)ξ〉 = P(X (t), t)(η, ξ )

X (t0) = X0, t ∈ [t0, T ] (1.2)

As explained in [2,3,4,8–10], the map P appearing in equation (1.2) has the form

P(x, t)(η, ξ ) = (µE)(x, t)(η, ξ ) + (γ F)(x, t)(η, ξ ) + (σ G)(x, t)(η, ξ )

+ H (x, t)(η, ξ ) (1.3)

η, ξ ∈ ID⊗IE, (x, t) ∈ Ã × I where H (x, t)(η, ξ ) := 〈η, H (x, t)ξ〉.
The map P may sometimes be written in the form P(x, t)(η, ξ ) = 〈η,

Pαβ(x, t)ξ〉 where Pαβ : Ã × I −→ Ã is given by

Pαβ(x, t) = µαβ(t)E(x, t) + γβ(t)F(x, t) + σα(t)G(x, t) + H (x, t)

for (x, t) ∈ Ã × I .
Equation (1.2) is known to have a unique weakly absolutely continuous

adapted solution 
 : I → Ã for the Lipschitzian coefficients E, F, G, H .



ORDER                        REPRINTS

584 AYOOLA

2. KURZWEIL INTEGRALS ASSOCIATED WITH QUANTUM
STOCHASTIC PROCESSES

Let η, ξ ∈ ID⊗IE be arbitrary. Assume that U : [t0, T ] × [t0, T ] → Ã is an
Ã-valued map of two variables τ, t ∈ [t0, T ]. We consider the family of complex
valued functions: U (τ, t)(η, ξ ) : = 〈η, U (τ, t)ξ〉 for arbitrary η, ξ ∈ ID⊗IE asso-

ciated with the map U . We shall use the notation
∫ T

t0
DU (τ, t)(η, ξ ) to denote the

Kurzweil integral of U (τ, t)(η, ξ ) in the sense and notations of Artstein [1] and
using the formulations of Schwabik [18] and write

S(U, D)(η, ξ ) =
k∑

j=1

[U (τ j , t j )(η, ξ ) − U (τ j , t j−1)(η, ξ )]

for the Riemann-Kurzweil sum corresponding to the function U (τ, t)(η, ξ ) and
partition D : t0 < τ1 < t1 < . . . . < tk = T of [t0, T ].

If f : [t0, T ] → Ã is a stochastic process, then for arbitrary η, ξ ∈ ID⊗IE,

we set U (τ, t)(η, ξ ) = (〈η, f (τ )ξ〉)t for τ, t ∈ [t0, T ] and therefore we have

S(U, D)(η, ξ ) =
k∑

j=1

[U (τ j , t j )(η, ξ ) − U (τ j , t j−1)(η, ξ )]

=
k∑

j=1

[〈η, f (τ j )ξ〉(t j − t j−1)]

representing the classical Riemann sum for the function fηξ (t) := 〈η, f (t)ξ〉 and
a given partition D of [t0, T ]. In this case, we write∫ T

t0

〈η, f (s)ξ〉ds =
∫ T

t0

D[ fηξ (τ ), t]

provided that the Kurzweil integral
∫ T

t0
DU (τ, t)(η, ξ ) exists in this case. Hence∫ T

t0

DU (τ, t)(η, ξ ) =
∫ T

t0

D[ fηξ (τ ), t] =
∫ T

t0

fηξ (s)ds. (2.1)

We remark that by Theorem (1.16) (Schwabik [18]) if U : [t0, T ] × [t0, T ] → CI
be such that U is Kurzweil integrable over [t0, T ], then for c ∈ [t0, T ], we have

lim
s→c

[ ∫ s

t0

DU (τ, t) − U (c, s) + U (c, c)

]
=

∫ c

t0

DU (τ, t) (2.2)

For several properties enjoyed by Kurzweil integrals and the existence of at least
one ∂-fine partition D of [t0, T ] for a given gauge ∂ , we refer to Chapter 1 and
Lemma (1.4) in Schwabik [18].
We now introduce the Kurzweil equations associated with equation (1.2).
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3. KURZWEIL EQUATIONS ASSOCIATED WITH QUANTUM
STOCHASTIC DIFFERENTIAL EQUATIONS

(i) Let the map P : Ã × [t0, T ] → sesq(ID⊗IE) be given by equation (1.3).
Then we refer to the equation

d

dτ
〈η, X (τ )ξ〉 = D P(X (τ ), t)(η, ξ ) (3.1)

as the Kurzweil equation associated with equation (1.2).
(ii) A map 
 : [t0, T ] → Ã is called a solution of equation (3.1) if

〈η, 
(s2)ξ〉 − 〈η, 
(s1)ξ〉 =
∫ s2

s1

D P(
(τ ), t)(η, ξ ) (3.2)

holds for every s1, s2 ∈ [t0, T ] identically.

The integral on the right hand side of equation (3.2) is the Kurzweil integral
introduced in section 2. Equation (3.1) is understood in integral form (3.2) via its
solution.

We have the following results as immediate consequences of our definitions.

Proposition 3.1. If a map 
 : [t0, T ] → Ã is a solution of the Kurzweil equation
(3.1) on [t0, T ], then for every u ∈ [t0, T ], we have

〈η, 
(s)ξ〉 = 〈η, 
(u)ξ〉 +
∫ s

u
D P(
(τ ), t)(η, ξ ), s ∈ [t0, T ] (3.3)

Conversely if a map 
 : [t0, T ] → Ã satisfies the integral equation (3.3) for some
u ∈ [t0, T ] and all s ∈ [t0, T ] then 
 is a solution of equation (3.1).

Proof: The first statement follows directly from the definition of a solution of
(3.1) when we put s1 = u and s2 = s. Conversely, if 
 : [t0, T ] → Ã satisfies
the integral equation (3.3) then by the additivity of the integral, equation (3.2)
follows.

Proposition 3.2. If 
 : [t0, T ] → Ã is a solution of equation (3.1) on [t0, T ]
then

lim
s→σ

[〈η, 
(s)ξ〉 − P(
(σ ), s)(η, ξ ) + P(
(σ ), σ )(η, ξ )]

= 〈η, 
(σ )ξ〉 (3.4)

Proof: Let σ ∈ [t0, T ] be fixed. Then by Proposition (3.1) we have

〈η, 
(s)ξ〉 −
∫ s

σ

D P(
(τ ), t)(η, ξ ) = 〈η, 
(σ )ξ〉
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therefore

〈η,
(s)ξ〉 − P(
(σ ),s)(η,ξ ) + P(
(σ ),σ )(η,ξ ) −
∫ s

σ

D P(
(τ ),t)(η,ξ )

+ P(
(σ ), s)(η, ξ ) − P(
(σ ), σ )(η, ξ ) − 〈η, 
(σ )ξ〉 = 0 (3.5)

for every s ∈ [t0, T ].

By equation (2.2)

lim
s→σ

[ ∫ s

σ

D P(
(τ ), t)(η, ξ ) − P(
(σ ), s)(η, ξ ) + P(
(σ ), σ )(η, ξ )

]
= 0

(3.6)

Equation (3.6) and (3.5) yield the existence of the limit given by

lim
s→σ

[〈η, 
(s)ξ〉 − P(
(σ ), s)(η, ξ ) + P(
(σ ), σ )(η, ξ ) − 〈η, 
(σ )ξ〉]

as well as the relation

lim
s→σ

[〈η, 
(s)ξ〉 − P(
(σ ), s)(η, ξ ) + P(
(σ ), σ )(η, ξ )

− 〈η, 
(σ )ξ〉] = 0

which gives (3.4).

Remark 3.3. By virtue of Proposition (3.2), the following approximation holds:-
If 
 : [t0, T ] → Ã is a solution of equation (3.1), then for every σ ∈ [t0, T ] and
for arbitrary η, ξ ∈ ID⊗IE, the matrix element

〈η, 
(s)ξ〉 ∼= 〈η, 
(σ )ξ〉 + P(
(σ ), s)(η, ξ ) − P(
(σ ), σ )(η, ξ ),

provided that s in [t0, T ] is sufficiently close to σ.

We now introduce a class of sesquilinear form - valued maps P : Ã × [t0, T ]
−→ sesq(ID⊗IE), which are Kurzweil integrable.

4. A CLASS OF KURZWEIL INTEGRABLE SESQUILINEAR
FORM - VALUED MAPS

In what follows, we adopt some notations and terminologies employed in
[18, Chapter 1]. For each η, ξ ∈ ID⊗IE , let hηξ : [t0, T ] → IR be a family of
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nondecreasing functions defined on [t0, T ] and W : [0, ∞) → IR be a continuous
and increasing function such that W (0) = 0. Then we say that the map P : Ã ×
[t0, T ] −→ sesq(ID⊗IE) belongs to the class IF(Ã × [t0, T ], hηξ , W ) for each
η, ξ ∈ ID⊗IE if for all x, y ∈ Ã, t1, t2 ∈ [t0, T ]

(i) |P(x, t2)(η, ξ ) − P(x, t1)(η, ξ )| ≤ |hηξ (t2) − hηξ (t1)| (4.1.)
(ii) |P(x, t2)(η, ξ ) − P(x, t1)(η, ξ ) − P(y, t2)(η, ξ ) + P(y, t1)(η, ξ )|

≤ W (‖x − y‖ηξ )|hηξ (t2) − hηξ (t1)| (4.2.)

We now present a number of results which are simple extensions of similar results
in Schwabik [18] to the present noncommutative quantum setting. The next Theo-
rem is an extension of the convergence results of Corollary 1.31 in [18]. The proof
follows exact arguments as in [18].

Theorem 4.1. Assume that the following conditions hold :

(i) the mapsU, Um : [t0, T ] × [t0, T ] → Ãare such that (τ, t) → Um(τ, t)
(η, ξ ) are real valued and Kurzweil integrable over [t0, T ] for each
η, ξ ∈ ID⊗IE, ∀ m = 1, 2, . . .

(ii) there is a gauge w on [t0, T ] such that for every ε > 0, there exists a
map p : [t0, T ] → IN and a family of positive superadditive interval
functions 
ηξ on [t0, T ] defined for closed intervals J ⊂ [t0, T ] with

ηξ ([t0, T ]) < ε such that for every τ ∈ [t0, T ]

|Um(τ, J )(η, ξ ) − U (τ, J )(η, ξ )| < 
ηξ (J )

provided that m > p(τ ), and (τ, J ) is an w-fine tagged interval with
τ ∈ J ⊆ [t0, T ].

(iii) there exist real valued Kurzweil integrable functions

Vηξ , Wηξ : [t0, T ] × [t0, T ] → IR

and a gauge θ on [t0, T ] such that for all m ∈ IN , τ ∈ [t0, T ],

Vηξ (τ, J ) ≤ Um(τ, J )(η, ξ ) ≤ Wηξ (τ, J ).

for any θ -fine interval (τ, J ), ∀ η, ξ ∈ ID⊗IE. Then the map
(τ, t) → U (τ, t))(η, ξ ) is Kurzweil integrable over [t0, T ] and that

lim
m→∞

∫ T

t0

DUm(τ, t)(τ, t)(η, ξ ) =
∫ T

t0

DU (τ, t)(η, ξ ).

The next Theorem concerns some fundamental properties of Kurzweil inte-
grals in the framework of [18].
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Theorem 4.2.

(i) Let U : [t0, T ] × [t0, T ] −→ Ã be such that (τ, t) → U (τ, t)(η, ξ ) is
Kurzweil integrable over [t0, c] for c ∈ [t0, T ] and that the limit

lim
c→T −

[ ∫ c

t0

DU (τ, t)(η, ξ ) − U (T, c)(η, ξ ) + U (T, T )(η, ξ )

]
= I.

(4.3)

exists for all η, ξ ∈ ID⊗IE . Then
∫ T

t0
DU (τ, t)(η, ξ ) exists and equals I.

(ii) Let U : [t0, T ] × [t0, T ] −→ Ã be such that (τ, t) → U (τ, t)(η, ξ )
is Kurzweil integrable over [c, T ] for every c ∈ (t0, T ] and that the limit

lim
c→t0+

[ ∫ T

c
DU (τ, t)(η, ξ ) + U (t0, c)(η, ξ ) − U (t0, t0)(η, ξ )

]
= I

(4.4)

exists for all η, ξ ∈ ID⊗IE . Then
∫ T

t0
DU (τ, t)(η, ξ ) exists and equals I .

(iii) Let U : [t0, T ] × [t0, T ] −→ Ã be such that (τ, t) → U (τ, t)(η, ξ ) is
Kurzweil integrable over [t0, T ]. Then for c ∈ [t0, T ]

lim
s→c

[ ∫ s

t0

DU (τ, t)(η, ξ ) − U (c, s)(η, ξ ) + U (c, c)(η, ξ )

]

=
∫ c

t0

DU (τ, t)(η, ξ ) (4.5)

for all η, ξ ∈ ID⊗IE .

Proof: The proofs are simple adaptation of arguements employed in Theorem 1.14,
Remark 1.15 and Theorem 1.16 in [18] to the present noncommutative quantum
setting.

Next, we present some results concerning the existence of the integral in-
volved in the definition of the solution of the Kurzweil equation (3.1).

Theorem 4.3. Assume that the map (x, t) → P(x, t)(η, ξ ) belongs to IF .(Ã ×
[t0, T ], hηξ , W ), and X : [a, b] → Ã, [a, b] ⊆ [t0, T ] is the limit of a sequence

{Xk}k∈IN of processes Xk : [a, b] → Ã such that
∫ b

a D P(Xk(τ ), t)(η, ξ ) exists for

every k ∈ IN . Then the integral
∫ b

a D P(X (τ ), t)(η, ξ ) exists and∫ b

a
D P(X (τ ), t)(η, ξ ) = lim

k→∞

∫ b

a
D P(Xk(τ ), t)(η, ξ )
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Proof: Since the complex field CI ∼= IR2, we assume without any lost of generality
that the map P(X (τ ), t)(η, ξ ) is real valued. Let ε > 0 be given, then by (4.2), we
have

|P(Xk(τ ), t2)(η, ξ ) − P(Xk(τ ), t1)(η, ξ ) − P(X (τ ), t2)(η, ξ )

+ P(X (τ ), t1)(η, ξ )| ≤ W (‖Xk(τ ) − X (τ )‖ηξ )|hηξ (t2) − hηξ (t1)| (4.6)

for every τ ∈ [a, b], t1 < τ < t2, and [t1, t2] ⊂ [a, b].
If we set

Uηξ (t) = ε

hηξ (b) − hηξ (a) + 1
hηξ (t),

for t ∈ [a, b] then the function Uηξ : [a, b] −→ IR is nondecreasing and

(Uηξ (b) − Uηξ (a)) < ε.

Since limk→∞ Xk(τ ) = X (τ ) in Ã for every τ ∈ [a, b] and the function W is
continuous at 0, then there is a p = p(τ ) ∈ IN such that for k > p(τ ),

W (‖Xk(τ ) − X (τ )‖ηξ ) ≤ ε

hηξ (b) − hηξ (a) + 1

i.e. for k ≥ p(τ ), the inequality (4.2) can be written as

|P(Xk(τ ), t2)(η, ξ ) − P(Xk(τ ), t1)(η, ξ ) − P(X (τ ), t2)(η, ξ )

+ P(X (τ ), t1)(η, ξ ) ≤ Uηξ (t2) − Uηξ (t1)

By inequality (4.1)

|P(Xk(τ ), t2)(η, ξ ) − P(Xk(τ ), t1)(η, ξ )| ≤ |hηξ (t2) − hηξ (t1)|
for every t ∈ [a, b], k ∈ IN , t1 ≤ τ ≤ t2 and [t1, t2] ⊆ [a, b].
Hence the last inequality implies that

−hηξ (t2) + hηξ (t1) ≤ P(Xk(τ ), t2)(η, ξ ) − P(Xk(τ ), t1)(η, ξ )

≤ hηξ (t2) − hηξ (t1)

but the integrals∫ b

a
D(hηξ (t)) = hηξ (b) − hηξ (a)

and ∫ b

a
D(−hηξ (t)) = hηξ (a) − hηξ (b)

exist. We conclude that the integral
∫ b

a D P(X (τ ), t)(η, ξ ) exists and the conclusion
of the theorem holds by Theorem (4.1) above .
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Theorem 4.4. Assume that the map (x, t) → P(x, t)(η, ξ ) belongs to IF(Ã ×
[t0, T ], hηξ , W ) and that X : [a, b] −→ Ã is the limit of a sequence of simple pro-

cesses. Then the integral
∫ b

a D P(X (τ ), t)(η, ξ ) exists for arbitrary η, ξ ∈ ID⊗IE.

Proof: By Theorem (4.3), it is sufficient to prove that the integral
∫ b

a D P(φ(τ ), t)
(η, ξ ) exists for every simple processes φ : [a, b] → Ã. If φ is a simple process
then there is a partition a = s0 < s1 < s2 < · · · < sk = b of [a, b] such that φ(s) =
c j ∈ Ã for s ∈ (s j−1, s j ), j = 1, 2, . . . , k where c j , j = 1, . . . , k are finite number
of elements of Ã.

By the definition of the Kurzweil integral, if s j−1 < σ1 < σ2 < σ j , then we
have the existence of the integral∫ σ2

σ1
D P(φ(τ ), t)(η, ξ ) = P(c j , σ2)(η, ξ ) − P(c j , σ1)(η, ξ )

Assume that σ0 ∈ (s j−1, s j ) is given, we have

lim
s→s j−1+

[ ∫ σ0

s
D P(φ(τ ), t)(η, ξ ) + P(φ(s j−1), s)(η, ξ )

− P(φ(s j−1), s j−1)(η, ξ )

]
= lim

s→s j−1+
[P(c j , σ0)(η, ξ )

− P(c j , s)(η, ξ ) + P(φ(s j−1), s)(η, ξ ) − P(φ(s j−1), s j−1)(η, ξ )]

= P(c j , σ0)(η, ξ ) − P(c j , s j−1+)(η, ξ ) + P(φ(s j−1), s j−1+)(η, ξ )

− P(φ(s j−1), s j−1)(η, ξ ) (4.7)

Hence by Theorem (4.2) (ii), the integral
∫ σ0

s j−1
D P(φ(τ ), t)(η, ξ ) exists and

equals the computed limit given by (4.7). Similarly, it can be shown that the integral∫ s j

σ0
D P(φ(τ ), t)(η, ξ ) exists and the following equality holds.

∫ s j

σ0

D P(φ(τ ), t)(η, ξ ) = P(c j , s j−)(η, ξ ) − P(c j , σ0)(η, ξ )

− P(φ(s j ), s j−)(η, ξ ) + P(φ(s j ), s j )(η, ξ ) (4.8)

by Theorem (4.2)(i).
Hence by additivity of the integral, we obtain∫ s j

s j−1

D P(φ(τ ), t)(η, ξ )

=
∫ σ0

s j−1

D P(φ(τ ), t)(η, ξ ) +
∫ s j

σ0

D P(φ(τ ), t)(η, ξ )
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which equals the sum of expressions in (4.7) and (4.8) over the subinterval [s j−1, s j ]
of the partition.

Repeating this argument for every interval [s j−1, s j ], j = 1, 2, . . . , k and us-
ing the additivity of the integral, we obtain the existence of the integral∫ b

a D P(φ(τ ), t)(η, ξ ) and the identity

∫ b

a
D P(φ(τ ), t)(η, ξ )

=
k∑

j=1

[P(c j , s j−)(η, ξ ) − P(c j , s j−1+)] +
k∑

j=1

[P(φ(s j−1+), s j−1+)(η, ξ )

− P(φ(s j−1), s j−1)(η, ξ ) − P(φ(s j ), s j−)(η, ξ ) + P(φ(s j , s j )(η, ξ )]

(4.9)

Theorem 4.5. Assume that the map (x, t) → P(x,t)(η,ξ ) is of class IF(Ã ×
[t0, T ], hηξ ,W ) and X : [a, b] → Ã, [a, b] ⊆ [t0, T ] is of bounded variation, then

the integral
∫ b

a D P(X (τ ), t)(η, ξ ), exists.

Proof: The result follows from Theorem (4.4) because every process X : [a, b] →
Ã in L2

loc(Ã) of bounded variation is the uniform limit of finite simple processes
(cf [ 9,10,13]).

Next, we denote by C(Ã × [t0, T ], W ), the class of sesquilinear form-valued
maps which are Lipschitzian and satisfy the Caratheodory conditions. We then give
a result that connects this class with the class IF(Ã × [t0, T ], hηξ , W ).

Definition 4.6. A map P : Ã × [t0, T ] −→ Sesq(ID⊗IE) belongs to the class
C(Ã × [t0, T ], W ) if for arbitrary η, ξ ∈ ID⊗IE ,

(i) P(x, ·)(η, ξ ) is measurable for each x ∈ Ã.

(ii) There exists a family of measurable functions Mηξ : [t0, T ] → IR+ such
that

∫ T
t0

Mηξ (s)ds < ∞ and

|P(x, s)(η, ξ )| ≤ Mηξ (s), (x, s) ∈ Ã × [t0, T ] (4.10)

(iii) There exists measurable functions K p
ηξ : [t0, T ] → IR+ such that for

each t ∈ [t0, T ],
∫ t

t0
Kηξ (s)ds < ∞, and

|P(x, s)(η, ξ ) − P(y, s)(η, ξ )| ≤ K p
ηξ (s)W (‖x − y‖ηξ ) (4.11)

for (x, s), (y, s) ∈ Ã × [t0, T ] and where in (i) - (iii) we take W (t) = t.
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Definition 4.7. For (x, t) ∈ Ã × [t0, T ] and P belonging to C(Ã × [t0, T ], W ),
we define for arbitrary η, ξ ∈ ID⊗IE,

F(x, t)(η, ξ ) =
∫ t

t0

P(x, s)(η, ξ )ds (4.12)

We have the following results that connect the two classes of maps.

Theorem 4.8. Assume that for arbitrary η, ξ ∈ ID⊗IE , the map
P : Ã × [t0, T ] → sesq(ID⊗IE) is of class C(Ã × [t0, T ], W ). Then for every
x, y ∈ Ã, t1, t2 ∈ [t0, T ], F(x, t)(η, ξ ) defined by (4.12) satisfies

(i) |F(x, t2)(η, ξ ) − F(x, t1)(η, ξ )| ≤ ∫ t2
t1

Mηξ (s)ds

(ii) |F(x, t2)(η, ξ ) − F(x, t1)(η, ξ ) − F(y, t2)(η, ξ ) + F(y, t1)(η, ξ )|
≤ W (‖x − y‖ηξ )

∫ t2
t1

K p
ηξ (s)ds

(iii) The map F(x, t)(η, ξ ) belong to the class IF(Ã × [t0, T ], hηξ , W )

for each η, ξ ∈ ID⊗IE , where

hηξ (t) =
∫ t

t0

Mηξ (s)ds +
∫ t

t0

K p
ηξ (s)ds

Proof: (i) Since (4.10) holds we have by (4.12) and for all x ∈ Ã, t1, t2 ∈
[t0, T ].

|F(x, t2)(η, ξ ) − F(x, t1)(η, ξ )| =
∣∣∣∣∣
∫ t2

t1

P(x, s)(η, ξ )ds

∣∣∣∣∣
≤

∫ t2

t1

|P(x, s)(η, ξ )|ds

≤
∫ t2

t1

Mη,ξ (s)ds

(ii) Again by (4.12) and (4.11)

|F(x, t2)(η, ξ ) − F(x, t1)(η, ξ ) − F(y, t2)(η, ξ ) + F(y, t1)(η, ξ )|

=
∣∣∣∣∣
∫ t2

t1

[P(x, s)(η, ξ ) − P(y, s)(η, ξ )]ds

∣∣∣∣∣
≤

∫ t2

t1

|P(x, s)(η, ξ ) − P(y, s)(η, ξ )|ds ≤ W (‖x − y‖ηξ )
∫ t2

t1

K p
ηξ (s)ds

for every x, y ∈ Ã and t1, t2 ∈ [t0, T ].
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By (i) above

|F(x, t2)(η, ξ ) − F(x, t1)(η, ξ )| ≤
∫ t2

t1

Mηξ (s)ds ≤ |hηξ (t2) − hηξ (t1)|

∀x ∈ Ã, t1, t2 ∈ [t0, T ] satisfying inequality (4.1).
Again by (ii) above

|F(x, t2)(η, ξ ) − F(x, t1)(η, ξ ) − F(y, t2)(η, ξ ) + F(y, t1)(η, ξ )|
≤ W (‖x − y‖ηξ )

∫ t2

t1

K p
ηξ (s)ds

≤ W (‖x − y‖ηξ )|hηξ (t2) − hηξ (t1)|
for every x, y ∈ Ã, t1, t2 ∈ [t0, T ] satisfying inequality (4.2) .

In the next section, we prove that the Kurzweil integral of F(x, t)(η, ξ ) equals
the Lebesque integral of P(x, t)(η, ξ ). This facilitates the proof of the equivalence
of equation (1.2) and the associated Kurzweil equation.

5. EQUIVALENCE OF QUANTUM STOCHASTIC
DIFFERENTIAL EQUATION AND THE ASSOCIATED

KURZWEIL EQUATION

In connection with subsequent results, we assume that the map P : Ã ×
[t0, T ] → Sesq(ID⊗IE) given by equation (1.3) is of class C(Ã × [t0, T ], W ) and
that F(x, t)(η, ξ ) is given by (4.12).

Theorem 5.1. If x : [a, b] → Ã, [a, b] ⊆ [t0, T ] is the limit of simple processes
then ∫ b

a
DF(x(τ ), t)(η, ξ ) =

∫ b

a
P(x(s), s)(η, ξ )ds

Proof: By Theorem (4.8)(iii) the map (x, t) → F(x, t)(η, ξ ) belongs to IF(Ã ×
[t0, T ], hηξ , W ). Therefore the existence of the integral

∫ b
a DF(x(τ ), t)(η, ξ ) is

guaranteed by Theorem (4.4). Also by Theorem (4.4), for every simple process φ :
[a, b] → Ã the integral

∫ b
a P(φ(s), s)(η, ξ )ds exists and equals

∫ b
a DF(φ(τ ), t)

(η, ξ ).
Assume now that φk : [a, b] → Ã, k ∈ IN is a sequence of simple processes such
that

lim
k→∞

φk(s) = x(s), s ∈ [a, b]

Then by (4.11),

lim
k→∞

P(φk(s), s)(η, ξ ) = P(x(s), s)(η, ξ )
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and inequality (4.10) enables us to use the Lebesgue dominated convergence the-
orem for showing that

∫ b
a P(x(s), s)(η, ξ )ds exists and by Theorem (4.3)∫ b

a
DF(x(τ ), t)(η, ξ ) = lim

k→∞

∫ b

a
DF(φk(τ ), t)(η, ξ )

= lim
k→∞

∫ b

a
P(φk(s), s)(η, ξ )ds =

∫ b

a
P(x(s), s)(η, ξ )ds

Remark 5.2.

(i) The results given above will be used for the representation of equation
(1.2) within the framework of the Kurzweil integral calculus. This is
accomplished based on the construction of the map F(x, t)(η, ξ ) for a
given sesquilinear form - valued map P : Ã × [t0, T ] → Sesq(ID⊗IE)
of class C(Ã × [t0, T ], W ) and for arbitrary η, ξ ∈ ID⊗IE .

(ii) Let the quantum stochastic differential equation (1.2) be given. The
Caratheodory concept of a solution of (1.2) is equivalent to the re-
quirement that for every s1, s2 ∈ [t0, T ] we have a weakly absolutely
continuous map X : [t0, T ] → Ã satisfying

〈η, x(s2)ξ〉 − 〈η, x(s1)ξ〉 =
∫ s2

s1

P(x(s), s)(η, ξ )ds (5.1)

(iii) The solution X of equation (1.2) lies in L2
loc(Ã) and is therefore the

limit of simple processes in Ad(Ã)wac, see [2,8,13]. Consequently the
hypothesis of the last theorem remain true.

We now present our major result in this section.

Theorem 5.3. A stochastic process X : [t0, T ] → Ã is a solution of equation
(1.2) if and only if X is a solution of the Kurzweil equation

d

dτ
〈η, X (τ )ξ〉 = DF(X (τ ), t)(η, ξ ) (5.2)

on [t0, T ], t ∈ [t0, T ], and for arbitrary η, ξ ∈ ID⊗IE .

Proof: Assume that X : [t0, T ] → Ã is a solution of (1.2). By Theorem (4.8),
the integral

∫ s2

s1
DF(X (τ ), t)(η, ξ ) exists and

〈η, X (s2)ξ〉 − 〈η, X (s1)ξ〉 =
∫ s2

s1

P(X (s), s)(η, ξ )ds

=
∫ s2

s1

DF(X (τ ), t)(η, ξ )

for all s1, s2 ∈ [t0, t]. Hence X is a solution of (5.2).
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If conversely X is a solution of (5.2), then again Theorem (4.8) shows that
X satisfies equation (5.1). Since F(X, t)(η, ξ ) belongs to IF(Ã × [t0, T ], hηξ , W ),
we have

|〈η, X (s2)ξ〉 − 〈η, X (s1)ξ〉| =
∣∣∣∣∣
∫ s2

s1

DF(X (τ ), t)(η, ξ )

∣∣∣∣∣
≤ |hηξ (s2) − hηξ (s1)|.

Hence the map t → 〈η, X (t)ξ〉 is absolutely continuous on [t0, T ] since hηξ (t)
is absolutely continuous for each η, ξ ∈ ID⊗IE . Hence X is weakly absolutely
continuous.

Remark 5.4. Owning to several properties of the sesquilinear form -valued map
P given by equation (1.3) as outlined in Ekhaguere [8], it is enough for P to be Lip-
schitzian and for inequality (4.10) to be satisfied for all (X, t) ∈ Ã × [t0, T ] for P
to be of class C(Ã × [to, T ], W ) where W (t) = t . Consequently, F(X, t)(η, ξ ) de-
fined by equation (4.12) is of class IF(Ã × [t0, T ], hηξ , W ) and so by Theorem (5.1)∫ t

t0

DF(X (τ ), t)(η, ξ ) =
∫ t

t0

P(X (s), s)(η, ξ )ds, t ∈ [t0, T ]. (5.3)

Again, Theorem (5.3) asserts that X satisfies equation (5.2) if and only if

〈η, X (t)ξ〉 − 〈η, X (t0)ξ〉 =
∫ t

t0

DF(X (τ ), t)(η, ξ )

=
∫ t

t0

P(X (s), s)(η, ξ )ds

by equation (5.3). This follows if and only if

d

dt
〈η, X (t)ξ〉 = P(X (t), t)(η, ξ )

〈η, X (t0)ξ〉 = 〈η, X0ξ〉
Hence equations (5.2) and (1.2) are equivalent.

As a consequence of the above results, we now describe a procedure for ob-
taining approximate solutions of equation (1.2) as follows. We assume hypothesis
of Theorems (4.8), (5.1) and (5.2).

The initial value problem (1.2) is equivalent to the integral equation

〈η, X (s)ξ〉 = 〈η, X (t0)ξ〉 +
∫ s

t0

P(X (u), u)(η, ξ )du (5.4)

with the Lebesgue integral on the right hand side. If X is a solution of (1.2) on
[t0, T ], then by the existence and uniqueness results, X is adapted and weakly
absolutely continuous and lie in L2

loc(Ã). Consequently the matrix elements of the
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solution can be approximated by matrix elements 〈η, Xl(t)ξ〉 of a simple process
Xl(t) ∈ Ad(Ã)wac which is constant on intervals of the form (t j−1, t j ) where t0 <

t1 < · · · < tkl = t and which on (t j−1, t j ) assumes the value 〈η, X (τ j )ξ〉 where
t j−1 ≤ τ j ≤ t j , j = 1, 2. . . . , kl such that

lim
l→∞

〈η, Xl(s)ξ〉 = 〈η, X (s)ξ〉 (5.5)

i.e liml→∞ Xl(s) = X (s) uniformly on [t0, T ].
Since

P(X, t)(η, ξ ) is of class C(Ã × [t0, T ], hηξ , W )

then

lim
l→∞

P(Xl(s), s)(η, ξ ) = P(X (s), s)(η, ξ )

on [t0, T ] by inequality (4.11).
Assuming that the sequence

P(Xl(s), s)(η, ξ ), l = 1, 2, . . .

satisfies (4.10) then by the Lebesgue dominated convergence theorem it can be
concluded that

lim
l→∞

∫ t

t0

P(Xl(s), s)(η, ξ )ds =
∫ t

t0

P(X (s), s)(η, ξ )ds. (5.6)

However, for a fixed l ∈ IN , we have∫ t

t0

P(Xl(s), s)(η, ξ )ds =
kl∑

j=1

∫ t j

t j−1

P(X (τ j ), s)(η, ξ )ds

=
kl∑

j=1

[F(X (τ j ), t j )(η, ξ ) − F(X (τ j ), t j−1)(η, ξ )],

which shows that the integral
∫ t

t0
P(X (s), s)(η, ξ )ds appearing in (5.6) can be

approximated by the Kurzweil integral sums of the form

kl∑
j=1

[F(X (τ j ), t j )(η, ξ ) − F(X (τ j ), t j−1)(η, ξ )].

Finally, using (5.4) the matrix element 〈η, X (t)ξ〉 of the solution X can be approx-
imated by the sum

〈η, X (t)ξ〉 ∼= 〈η, X0ξ〉 +
kl∑

j=1

[F(X (τ j ), t j )(η, ξ )

− F(X (τ j ), t j−1)(η, ξ )] (5.7)
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provided that a sufficiently fine division t0 < t1 < t2 < · · · < tk = t is constructed
and the choice of τ j ∈ [t j−1, t j ], j = 1, 2, . . . , k is fixed in order to obtain the
uniform convergence (5.5).

6. NUMERICAL EXAMPLES

In the notation of section 1, we consider the simple Fock space �(L2
γ (IR+))

where γ = R = CI , f = g ≡ 1, and its L2(�,F, W ) realization where (�,F,

W ) is a Wiener space. Each random variable X is identified with the operator of
multiplication by X so that Q(t) = A(t) + A+(t) = w(t) is the evaluation of the
Brownian path w at time t . In this case, it has been shown that quantum stochastic
integrals of adapted Brownian functional F such that

∫ t
t0

E[F(s, ·)2]ds < ∞ exists
(see [2,4]). Here E is the expected value function.

For exponential vectors η = e(α) and ξ = e(β) where α, β are purely
imaginary- valued functions in L2

CI(IR+), the equivalent form (1.2) of the quantum
analogue of the classical Ito stochastic differential equation

d X (t, w) = −1

2
X (t, w)dt −

√
1 − X2(t, w)dW (t)

X (t0) = X0, t ∈ [0, T ] (6.1)

is given by

d

dt
E(X (t, w)z(w)) = E(−β(t)

√
1 − X2(t, w)z(w))

+ E(−ᾱ(t)
√

1 − X2(t, w)z(w)) + E

(
− 1

2
X (t, w)z(w)

)
X (t0) = X0, t ∈ [t0, T ] (6.2)

where

z(w) = exp

{ ∫ ∞

0
(−α(s) + β(s))dw(s) − 1

2

∫ ∞

0
(α2(s) + β2(s))ds

}

(6.3)

(see [2,4] for details ).
With X0(w) = 1, α(t) = β(t) = i , and the interval [0, T ] = [0, 1], then we

have by equation (6.3), z(w) = e and E(X0(w)z(w)) = E(z(w)) = e.
The exact solution of equation (6.2) is then given by

E(X (t)z(w)) = e1− 1
2 t (6.4)

We now apply our approximation procedures to discretize equation (6.2)
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For t ∈ [0, 1], X ∈ Ã the map Pαβ defined in section 1 is

Pαβ(t, X ) = −β(t)
√

1 − X2(t) − ᾱ(t)
√

1 − X2(t) − 1

2
X (t) = −1

2
X (t)

and

P(X, t)(η, ξ ) =
〈
η,

(
− 1

2
X (t)

)
ξ

〉
for arbitrary η, ξ ∈ ID⊗IE . By equation (4.12)

F(X (τ ), t)(η, ξ ) =
(〈

η,

(
− 1

2
X (τ )

)
ξ

〉)
t = −1

2
t E(X (τ )z(w))

Equation (6.2) is equivalent to (5.2) by Theorem (5.3). Thus we use Proposition
(3.2) which leads to the approximation

〈η, X (s)ξ〉 ∼= 〈η, X (σ )ξ〉 + F(X (σ ), s)(η, ξ ) − F(X (σ ), σ )(η, ξ )

(6.5)

for every σ ∈ [0, 1] provided that s ∈ [0, 1] is sufficiently close to σ . Thus from
equation (6.5),

E(X (s)z(w)) ∼= E(X (σ )z(w)) − 1

2
s E(X (σ )z(w)) + 1

2
σ E(X (σ )z(w))

=
(

1 − 1

2
(s − σ )

)
E(X (σ )z(w)) (6.6)

Again by equation (5.7), we have

〈η, X (t)ξ〉 ∼= 〈η, X0ξ〉 +
kl∑

j=1

∫ t j

t j−1

P(X (τ j ), s)(η, ξ )ds

i.e

E(X (t)z(w)) ∼= E(X0z(w)) − 1

2

kl∑
j=1

E(X (τ j )z(w))(t j − t j−1) (6.7)

where to < t1 < t2 < · · · < tkl = t and τ j ∈ [t j−1, t j ].
If we fix τ j = t j−1 for each j = 1, 2.. and a constant steplength h, then we

have from equation (6.7)

E(X (t j )z(w)) =
(

1 − 1

2
h

)
E(X (t j−1)z(w)), j = 1, 2..N (6.8)

Again, fixing τ j = 1
2 (t j + t j−1), j = 1, 2.. then equation (6.7) gives

E(X (t j )z(w)) = E(X (t j−1)z(w)) − 1

2
hE(X (τ j )z(w)) (6.9)
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Table 1. Numerical Values with τ j = t j−1 and α(t) = β(t) = i

Approximate Values Exact Values Absolute Errors
N h E(X (tN )z(w)) e1− 1

2 tN |E(X (tN )z(w)) − e1− 1
2 tN |

8 2−3 1.622051700 1.648721300 0.02666960000
16 2−4 1.6356182000 1.6487212710 0.01310307000

where the intermediate values E(X (τ j )z(w)) are calculated by setting σ = t j−1

and s = τ j in (6.6) to give

E(X (τ j )(z(w)) =
[

1 − 1

2
(τ j − t j−1)

]
E(X (t j−1)z(w)) (6.10)

By putting h = 2−3, h = 2−4 and fixing τ j as above ,we generate the following
tables of values for the case α = β = i . Equations (6.8),(6.9),(6.10) are used to
generate the following values at the final time t = 1 in Tables 1 and 2 below.

In order to compare the accuracy of the method of this paper ,we now apply
the method to generate approximate values for the equivalent form of Ito equation

d X (t) = 3

2
X (t)dt + X (t)dW (t)

X (t0) = 1, t ∈ [0, 1] (6.11)

given by

d

dt
E(X (t)z(w)) = 3

2
E(X (t, w)) (6.12)

where z(w) = e, t ∈ [0, 1], for α(t) = β(t) = i with exact solution E(X )t,
w)z(w) = e1+ 3

2 t

Equation (6.12) had been discretized in [4] using the Euler and a 2-step
scheme. We compare the results with those of the present scheme.

Table 2. Numerical Values with τ j = 1
2 (t j + t j−1) and α(t) = β(t) = i

Absolute Error
Exact value |E(X (tN )z(w))

N h τN E(X (τN )z(w)) E(X (tN )z(w)) = e1− 1
2 tN −e1− 1

2 tN |
8 2−3 0.9375 1.700716800 1.649283900 1.648721300 0.000562600
16 2−4 0.96875 1.67460900 1.648858600 1.648721271 0.000137329
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Table 3. Numerical values with τ j = t j−1 and α(t) = β(t) = i

Approximate Values Exact values Absolute Errors
N h E(X (tN )z(w)) e1− 1

2 tN |E(X (tN )z(w)) − e1− 1
2 tN |

8 2−3 10.74888529 12.18249396 1.433608668
16 2−4 11.402065680 12.18249396 0.78042828

For equation (6.11),we have the followings. From equation (6.12) and using (4.12),

F(X (τ ), t) = 3

2
t E(X (τ )z(w))

and from (6.5)

E(X (s)z(w)) ∼=
(

1 + 3

2
(s − σ )

)
E(X (σ )z(w)). (6.13)

From (5.7),

E(X (t)z(w)) = E(X0z(w)) + 3

2

kl∑
j=1

E(X (τ j )z(w))(t j − t j−1). (6.14)

Fixing τ j = t j−1 for each j = 1, 2 · · · and h = (t j − t j−1), then we have from
(6.14)

E(X (t j )z(w)) =
(

1 + 3

2
h

)
E(X (t j−1)z(w)) (6.15)

Again fixing τ j = 1
2 (t j + t j−1), we have from (6.14)

E(X (t j )z(w) = E(X (t j−1)z(w)) + 3

2
hE(X (τ j )z(w)), (6.16)

with intermediate values

E(X (τ j )z(w)) =
[

1 + 3

2
(τ j − t j−1)

]
E(X (t j−1)z(w)). (6.17)

Our numerical experiments yield the following results at the final time t = 1. We
use equation (6.15) for Table 3.

Equations (6.16) and (6.17) are used to generate Table 4.

6.1 Conclusion

(i) It is discovered that the schemes (6.8) and (6.15) when τ j is fixed at the
starting point of each subinterval of the partition points generate exactly
the same values as Euler scheme considered in [4]. This is confirmed
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Table 4. Numerical values with τ j = 1
2 (t j + t j−1) and α(t) = β(t) = i

Absolute Error
Exact value |E(X (tN )z(w))

N h τN E(X (τN )z(w)) E(X (tN )z(w)) = e1− 1
2 tN −e1− 1

2 tN |
8 2−3 0.9375 10.97032998 12.08924593 12.18249396 0.093248032
16 2−4 0.96875 11.58995788 12.15756309 12.18249396 0.024930868

by Tables 1 and 3 . The Tables also show that the approximate schemes
produce better results with finer gridpoints.

(ii) However, Tables 2 and 4 show a more superior convergence rate when τ j

is fixed at the midpoint of each subintervals of partition. In Table 2, with
constant steplengths h = 2−3 and h = 2−4 ,we have convergence to at
least three decimal places at each of the gridpoint with cummulative ab-
solute errors at the end point t = 1 being 0.000562600 and 0.000137329
respectively. This experiment shows that the approximate scheme (5.7)
has a superior convergence rate when τ j is taken as midpoints of each
subinterval and expression (6.5) is used to compute intermediate values.
This level of accuracy is comparable to that of a 2- stage Runge-Kutta
scheme reported in [2] applied to problem (6.12).

In comparison with the Euler and the 2-step method applied in [4] to problem
(6.11), Table 4 shows that the method of this paper is more accurate than those
two schemes when τ j is taken as the midpoint of each of the partition subinterval.
In particular, for a steplength of h = 2−3, the global accumulated error at the
final time t = 1 is 0.093248032 compared with the global errors of 0.39983038
and 0.11070989 with h = 2−3 and 2−4 respectively for the 2-step scheme (see
[4]). We remark that equation (5.7) permits a change of steplenghts at any point
during computation and that this method is suitable for equation (1.2) where the
map (t, x) �→ P(t, x)(η, ξ ) is not necessarily continuous jointly in t and x and the
matrix elements are not necessarily differentiable more than one time.

In particular, the methods developed in this paper provide a simple approach
for computations of expectations of functionals of Ito processes when the quantum
equations are considered only in the simple Fock spaces. Applications of the
methods to problems in quantum fields/systems will be considered elsewhere.
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Abstract We establish a continuous mapping of the space of the matrix elements of an
arbitrary nonempty set of quasi solutions of Lipschitzian quantum stochastic differential
inclusion (QSDI) into the space of the matrix elements of its solutions. As a corollary, we
furnish a generalization of a previous selection result. In particular, when the coefficients
of the inclusion are integrably bounded, we show that the space of the matrix elements of
solutions is an absolute retract, contractible, locally and integrally connected in an arbitrary
dimension.
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properties · Matrix elements · Quantum stochastic processes
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1 Introduction

Investigation of the diverse features of solution sets of differential inclusions defined on
finite dimensional Euclidean spaces has been a major preoccupation of classical analysis.
Indeed, many authors (see, for example, [1, 9–12, 16, 25–27]) have studied topological
properties of solution and reachable sets of such inclusions to a large extent. In [26], the
space of solutions of classical Lipschitz differential inclusions has been shown to be an ab-
solute retract and as a consequence, the space enjoys the topological properties of some
kinds of connectivity and contractibility. By contrast, in the context of quantum stochastic
differential inclusions (QSDI), matters are somewhat different. The analysis of QSDI con-
cerns quantum stochastic processes as operator valued processes that live in certain infinite
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dimensional locally convex spaces. An extensive study of various features of the solution
set of QSDI is yet to be undertaken although some efforts [3, 5–7] have been made con-
cerning the establishment of continuous selections of solution sets and the construction of
approximate reachable sets and their continuous representations.

The objective of this paper is to establish further topological properties of solution sets
of QSDI within the framework of the Hudson and Parthasarathy [18] formulation of Boson
quantum stochastic calculus. To this end, we first establish a continuous mapping of the
space of the matrix elements of an arbitrary nonempty set of quasi solutions of QSDI into
the space of the matrix elements of its solutions satisfying certain conditions. This mapping
consequently facilitates the establishment of the space of matrix elements of solutions as an
absolute retract. This ultimately leads us to showing that the space is connected and con-
tractible in some sense. These properties of the solution space are needed in our ongoing
study of optimization problems for QSDI. In addition, the result here generalizes our previ-
ous selection result in [7] by removing the requirement of compactness of the domain of the
selection map.

We remark here that a very strong motivation for studying QSDI among others, is the
need for sufficient information and knowledge about the dynamics and fluctuation of the
systems described by discontinuous quantum stochastic differential equations which may be
reformulated as regularized QSDI. Various analytical and numerical features of solutions of
such equations need to be well understood. Continuous and discontinuous quantum stochas-
tic differential equations often arise as mathematical models which describe among other
things, quantum dynamical systems and several physical problems in quantum stochastic
control theory and quantum stochastic evolutions. Also, in the Hudson-Parthasarathy [18]
formulation of quantum stochastic calculus, quantum stochastic differential equations are
known to sufficiently generalize classical stochastic differential equations driven by martin-
gales (see, for example [2, 4–6, 13–15, 23, 24] and the references they contain). We mention
that in the work of [8], a class of absolute retracts in spaces of integrable functions was
established. This class has been shown to contain decomposable sets and sets of solutions to
classical Lipschitzian differential inclusions by using some previously established selection
results.

The rest of the paper is organized as follows: In Sect. 2, we outline some fundamental
definitions, notations and auxiliary results for the establishment of the main results in Sect. 3.
Section 3 is devoted to the establishment of the main results of the paper and the associated
corollaries.

2 Fundamental Concepts, Structures and Preliminary Results

As established in [13], we outline in this section, some fundamental concepts, structures and
preliminary results that are employed in what follows.

Let D be an inner product space and H , the completion of D. We denote by L+(D,H)

the set {X :D → H : X is a linear map such that DomX∗ ⊇ D, where X∗ is the adjoint
of X}. We remark that L+(D,H) is a linear space under the usual notions of addition and
scalar multiplication of operators.

If H is a Hilbert space, we denote by �(H) the Boson Fock space determined by H . For
f ∈ H , e(f ) denotes the exponential vector in �(H) corresponding to f. We remark here
that the subspace E of �(H) generated by the set of exponential vectors in �(H) is dense
in �(H). Since the exponential vectors are linearly independent, an operator with domain
E is well defined by specifying its action on e(f ), f ∈ H. For other properties enjoyed by
the exponential vectors and Boson Fock space, we refer the reader to [17–20, 23, 24].
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In what follows, D is some inner product space with R as its completion, and γ is some
fixed Hilbert space.

(i) For each t ∈ R+ ≡ [0,∞), we write L2
γ (R+) (resp. L2

γ ([0, t)); resp. L2
γ ([t,∞))), for

the Hilbert spaces of square integrable, γ -valued maps on R+ (resp. [0, t); resp [t,∞)).
(ii) The non-commutative stochastic processes which we shall discuss are densely-defined

linear operators on R ⊗ �(L2
γ (R+)); the inner product of this complex Hilbert space

will be denoted by 〈·, ·〉 and its norm by ‖ · ‖.
(iii) Let E,Et , and E

t , t > 0, be the linear spaces generated by the exponential vectors in
�(L2

γ (R+)),�(L2
γ ([0, t))) and �(L2

γ ([t,∞))), respectively, then we adopt the follow-
ing spaces as in [13].
(a) A ≡ L+(D⊗E,R⊗ �(L2

γ (R+))),
(b) At ≡ L+(D⊗Et ,R⊗ �(L2

γ ([0, t)))) ⊗ 1t ,
(c) At ≡ 1t ⊗ L+(D⊗E

t ,R⊗ �(L2
γ ([t,∞)))), t > 0,

where ⊗ denotes algebraic tensor product and 1t (resp. 1t ) denotes the identity map
on R ⊗ �(L2

γ ([0, t))) (resp. �(L2
γ ([t,∞))), t > 0. We note that At and At , t > 0,

may be naturally identified with subspaces of A. For η, ξ ∈ D⊗E, we define ‖ · ‖ηξ

on A by ‖x‖ηξ = |〈η,xξ 〉|, x ∈ A. Then {x → ‖x‖ηξ , η, ξ ∈ D⊗E} is a family of
seminorms on A; we write τW for the locally convex Hausdorff topology on A de-
termined by this family. We denote by Ã, Ãt and Ãt the completions of the locally
convex spaces (A, τW ), (At , τW ) and (At , τW ), t > 0, respectively. We remark that the
net {Ãt : t ∈ R+} furnishes a filtration of Ã.

Hausdorff Topology If A is a topological space, then clos(A) [resp. comp(A)] denotes the
collection of all nonvoid closed (resp. compact) subsets of A. We shall employ the Hausdorff
topology on clos(Ã). This is defined as follows: For x ∈ Ã, M, N ∈ clos(Ã), and η, ξ ∈
D⊗E, set

dηξ (x,N ) ≡ inf
y∈N ‖x − y‖ηξ ,

δηξ (M,N ) ≡ sup
x∈M

dηξ (x,N )

and
ρηξ (M,N ) ≡ max(δηξ (M,N ), δηξ (N ,M)).

Then by this definition, {ρηξ (·, ·) : η, ξ ∈ D⊗E} is a family of pseudometrics (see [13–15])
which determines a Hausdorff topology on clos(Ã). We denote this topology by τH in what
follows. If M ∈ clos(Ã), then ‖M‖ηξ is defined by

‖M‖ηξ ≡ ρηξ (M, {0})
for arbitrary η, ξ ∈ D⊗E.

Similarly, for A,B ∈ clos(C) and x ∈ C, the complex numbers, we let

d(x,A) ≡ inf
y∈A

|x − y|,
h(A,B) ≡ sup

x∈A

d(x,B)

and
ρ(A,B) ≡ max(h(A,B),h(B,A)).

Then ρ induces a metric topology on clos(C).
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Sets: We employ the usual set-theoretic operations such as

A + B = {a + b : a ∈ A and b ∈ B},
a + B = {a + b : b ∈ B}

for sets A, B and a point a.

Boson Quantum Stochastic Integration We first present here, a number of important nota-
tions and definitions.

Let I ⊆ R+,

(i) A map X : I → Ã is called a stochastic process indexed by I.

(ii) A stochastic process X is called adapted if X(t) ∈ Ãt for each t ∈ I. We denote by
Ad(Ã) the set of all adapted stochastic processes indexed by I.

(iii) A member X of Ad(Ã) is called
(a) weakly absolutely continuous if the map t → 〈η,X(t)ξ 〉, t ∈ I, is absolutely con-

tinuous for arbitrary η, ξ ∈ D⊗E. We denote this subset of Ad(Ã) by Ad(Ã)wac.

(b) locally absolutely p-integrable if ‖X(·)‖p

ηξ is Lebesgue measurable and integrable
on [t0, t) ⊆ I for each t ∈ I,p ∈ (0,∞) and arbitrary η, ξ ∈ D⊗E. We denote this
subset of Ad(Ã) by L

p

loc(Ã).

(iv) We denote by wac(Ã) the completion of the locally convex space (Ad(Ã)wac, τ
wac)

where the topology τwac is generated by the family of seminorms {	 → |	|ηξ : η, ξ ∈
D⊗E,	 ∈ Ad(Ã)wac} by

|	|ηξ = ‖	(t0)‖ηξ +
∫ T

t0

∣∣∣∣ d

ds
〈η,	(s)ξ 〉

∣∣∣∣ds.

Associated with wac(Ã), we define for arbitrary η, ξ ∈ D⊗E, the space of complex
valued functions

wac(Ã)(η, ξ) = {〈η,	(·)ξ 〉 : 	 ∈ wac(Ã)}.
For 	 ∈ wac(Ã), M ∈ clos(wac(Ã)), we define

dηξ (	,M) := inf
u∈M

|	 − u|ηξ .

We shall frequently utilize the function space AC([t0, T ],C), which is the space of
absolutely continuous functions on [t0, T ] with values in the complex field C endowed
with the norm defined by

|y|AC := |y(t0)| +
∫ T

t0

∣∣∣∣dy

dt
(t)

∣∣∣∣dt, y ∈ AC([t0, T ],C).

For any nonempty set Q ∈ clos(AC([t0, T ],C)), we define the point-set distance by:

dAC(y,Q) := inf
z∈Q

|y − z|AC.

In what follows, we denote by I , the interval [t0, T ] and the characteristic function of
a subset E of I is denoted by χE .
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Stochastic Integrators Let B(γ ) denote the Banach space of bounded endomorphisms
of γ and let the spaces L∞

γ,loc(R+) (resp. L∞
B(γ ),loc(R+)) be the linear space of all measur-

able, locally bounded functions from R+ to γ (resp. to B(γ )). If f ∈ L∞
γ,loc(R+) and π ∈

L∞
B(γ ),loc(R+), then πf is the member of L∞

γ,loc(R+) given by (πf )(t) = π(t)f (t), t ∈ R+.

For f ∈ L2
γ (R+) and π ∈ L∞

B(γ ),loc(R+), we define the operators a(f ), a+(f ) and λ(π)

in L+(D,�(L2
γ (R+))) as follows: a(f )e(g) = 〈f,g〉L2

γ (R+)e(g), a+(f )e(g) = d
dσ

e(g +
σf )|σ=0, λ(π)e(g) = d

dσ
e(eσπf )|σ=0 for g ∈ L2

γ (R+). The operators a(f ), a+(f ) and
λ(π) for arbitrary f ∈ L∞

γ,loc(R+) and π ∈ L∞
B(γ ),loc(R+) give rise to the operator-valued

stochastic processes Af ,A+
f and ∧π defined by Af (t) ≡ a(f χ[0,t)), A+

f (t) ≡ a+(f χ[0,t)),
∧π (t) ≡ λ(πχ[0,t)), t ∈ R+, where χI denotes the indicator function of the Borel set I ⊆ R+.
These are called the annihilation, creation and gauge processes, respectively, when their val-
ues are identified with their ampliations on R⊗�(L2

Y (R+)). They are the stochastic inte-
grators in the formulations of the Hudson and Parthasarathy [18] quantum stochastic inte-
gration which we adopt in this work. Accordingly, if p,q,u, v ∈ L2

loc(Ã), f, g ∈ L∞
γ,loc(R+)

and π ∈ L∞
B(γ ),loc(R+), then we interpret the integral

∫ t

t0

(
p(s)d ∧π (s) + q(s)dAf (s) + u(s)dA+

g (s) + v(s)ds
)
, t0, t ∈ R+

as in Hudson and Parthasarathy [18] (see [2, 4] for details).

Quantum Stochastic Differential Inclusions In our present framework, we shall outline
some fundamental concepts concerning quantum stochastic differential inclusions involving
multivalued stochastic processes in this subsection. We present the following definitions.

(a) By a multivalued stochastic process indexed by I ⊆ R+, we mean a multifunction on I

with values in clos(Ã).
(b) A selection of a multivalued stochastic process 	 indexed by I is a stochastic process

X : I → Ã with the property that X(t) ∈ 	(t) for almost all t ∈ I .
(c) A multivalued stochastic process 	 will be called (i) adapted if 	(t) ⊆ Ãt for each

t ∈ R+; (ii) measurable if the map t → dηξ (x,	(t)) is measurable for arbitrary x ∈
Ã, η, ξ ∈ D⊗E; (iii) locally absolutely p-integrable if t → ‖	(t)‖ηξ , t ∈ R+ lies in
L

p

loc(I ) for arbitrary η, ξ ∈ D⊗E.

Further notations:

(1) The set of all locally absolutely p-integrable multivalued stochastic processes is denoted
by L

p

loc(Ã)mvs.
(2) For p ∈ (0,∞) and I ⊆ R+, L

p

loc(I × Ã)mvs is the set of maps 	 : I × Ã → clos(Ã)

such that t → 	(t,X(t)), t ∈ I lies in L
p

loc(Ã)mvs for every X ∈ L
p

loc(Ã).

(3) If 	 ∈ L
p

loc(I × Ã)mvs then we define the set

Lp(	) ≡ {φ ∈ L
p

loc(Ã) : φ is a selection of 	}.
(4) In what follows, f,g ∈ L∞

γ,loc(R+),π ∈ L∞
B(γ ),loc(R+), 1 is the identity map on R ⊗

�(L2
γ (R+)), and M is any of the stochastic processes Af ,A+

g ,∧π , and s → s1, s ∈ R+.

Accordingly, if 	 ∈ L2
loc(I ×Ã)mvs and (t,X) ∈ I ×L2

loc(Ã), then we define multivalued
stochastic integral:

∫ t

t0

	(s,X(s))dM(s) ≡
{∫ t

t0

φ(s)dM(s) : φ ∈ L2(	)

}
.
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Thus, for coefficients E,F,G,H ∈ L2
loc(I × Ã)mvs, this paper is concerned with the es-

tablishment of some topological properties of solution sets of quantum stochastic differential
inclusion in the integral form given by

X(t) ∈ a +
∫ t

t0

(E(s,X(s))d ∧π (s) + F(s,X(s))dAf (s)

+ G(s,X(s))dA+
g (s) + H(s,X(s))ds), almost all t ∈ [t0, T ]. (2.1)

As in [3, 5–7], corresponding to any pair of elements η, ξ ∈ D⊗E such that η = c ⊗
e(α), ξ = d ⊗ e(β),α,β ∈ L2

γ (R+) we shall employ the equivalent form of (2.1) as es-
tablished in [13] given by the nonclassical ordinary differential inclusion:

d

dt
〈η,X(t)ξ 〉 ∈ P (t,X(t))(η, ξ),

X(0) = a, almost all t ∈ [t0, T ].
(2.2)

The multivalued map P appearing in (2.2) is of the form

P (t, x)(η, ξ) = 〈η,Pαβ(t, x)ξ〉.
The map Pαβ : [t0, T ] × Ã → 2Ã has the explicit form:

Pαβ(t, x) = μαβ(t)E(t, x) + νβ(t)F (t, x) + σα(t)G(t, x) + H(t, x).

The complex valued functions μαβ, νβ, σα : [t0, T ] → C are defined by

μαβ(t) = 〈α(t),π(t)β(t)〉γ , νβ(t) = 〈f (t), β(t)〉γ ,

σα(t) = 〈α(t), g(t)〉γ , t ∈ [t0, T ]
for all (t, x) ∈ [t0, T ] × Ã and the coefficients E,F,G,H belong to the space
L2

loc([t0, T ] × Ã)mvs of multivalued stochastic processes with closed values.
As explained in [13], the map P cannot in general be written in the form:

P (t, x)(η, ξ) = P̃ (t, 〈η,xξ 〉)
for some complex valued multifunction P̃ defined on [t0, T ] × C, for t ∈ [t0, T ], x ∈ Ã,
η, ξ ∈ D⊗E.

A solution of QSDI (2.1) is a stochastic process 	 ∈ Ad(Ã)wac ∩ L2
loc(Ã) satisfying

QSDI (2.1). Since solutions of QSDI (2.1) corresponding to an initial value a ∈ Ã are not
unique, the symbol S(T )(a) denotes the set of such solutions. Associated with S(T )(a), we
define the space of absolutely continuous complex valued functions on the interval [t0, T ]
corresponding to each pair η, ξ ∈ D⊗E as follows:

S(T )(a)(η, ξ) = {〈η,	(·)ξ 〉 : 	 ∈ S(T )(a)}.
We remark that in view of the equivalence of QSDI (2.1) and (2.2) which has already been
established in [13], we can study the diverse features of the solutions of QSDI (2.1) by
equivalently study the features of the solutions of the nonclassical ordinary differential in-
clusion (2.2). This has been the situation in our previous works mentioned earlier.

In what follows, we assume that the coefficients E,F,G,H in (2.1) and the map (t, x) →
P (t, x)(η, ξ) appearing in (2.2) satisfy the following conditions.
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S(i) The values of the map (t, x) → P (t, x)(η, ξ) are nonempty closed, subsets of the field
C of complex numbers for each point (t, x) ∈ I × Ã and η, ξ ∈ D⊗E.

S(ii) The map t → P (t, x)(η, ξ) is measurable.
S(iii) The coefficients E,F,G,H are continuous from I × Ã to (clos(Ã), τH ).
S(iv) There exists a map Kηξ : [t0, T ] → R+ lying in L1

loc([t0, T ]) such that

ρ(P (t, x)(η, ξ),P (t, y)(η, ξ)) ≤ Kηξ (t)‖x − y‖ηξ

for t ∈ [t0, T ], and for each pair x, y ∈ Ã.

Subject to the conditions S(i)–S(iv) and corresponding to each quasi solution process Z ∈
Ad(Ã)wac of QSDI (2.2), where

d

(
d

dt
〈η,Z(t)ξ 〉,P (t,Z(t))(η, ξ)

)
≤ ρηξ (t), t ∈ [t0, T ],

ρηξ ∈ L1
loc([t0, T ]), the following existence result has been established in [13].

Theorem 2.1 ([13]) Suppose that S(i)–S(iv) holds. Then there exists a solution R(Z) ∈
S(T )(Z(t0)) of QSDI (2.1) such that

‖Z(t) − R(Z)(t)‖ηξ ≤ Eηξ (t), t ∈ [t0, T ], (2.3)∣∣∣∣ d

dt
〈η,Z(t)ξ 〉 − d

dt
〈η,R(Z)(t)ξ 〉

∣∣∣∣
≤ Kηξ (t)Eηξ (t) + ρηξ (t), almost all t ∈ [t0, T ], (2.4)

where

Eηξ (t) =
∫ t

t0

exp(Mηξ (t) − Mηξ (s))ρηξ (s)ds, (2.5)

Mηξ (t) =
∫ t

t0

Kηξ (s)ds. (2.6)

We remark that Theorem 2.1, which is a generalization of the Filippov existence theorem
to the present noncommutative setting played a central role in our previous works in [3, 5–7].
These works concerned the establishment of a continuous selection of some multifunctions
associated with the solution sets and some continuous representations of the reachable sets.
The result has also facilitated the derivation of some exponential formulae for the reach-
able sets, construction of their approximate sets and the establishment of error estimates for
discretized versions of QSDI (2.2).

Define the space of solutions of QSDI (2.2) by

S(T )(P ) :=
⋃
a∈Ã

S(T )(a)

and the associated space of absolutely continuous convex valued functions corresponding to
each pair of η, ξ ∈ D⊗E is defined by:

S(T )(P )(η, ξ) := {〈η,	(·)ξ 〉 : 	 ∈ S(T )(P )}.
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For arbitrary pair of elements η, ξ ∈ D⊗E, and for any process y ∈ wac(Ã) and a family of
processes {yj }j≥0 ⊆ wac(Ã), we employ the respective notations: yηξ (·) := 〈η,y(·)ξ 〉 and
yηξ,j (·) := 〈η,yj (·)ξ 〉, j = 0,1,2, . . . . For any non empty subset M ⊆ wac(Ã) we define
the function space M(η, ξ) := {	ηξ (·) := 〈η,	(·)ξ 〉 : 	 ∈ M} and for any element yηξ (·) ∈
M(η, ξ), we define the number

ν(yηξ ) := dAC(yηξ (·), S(P )(η, ξ)).

Our main result in this paper is the construction of a pair of mappings ϒ : wac(Ã) →
wac(Ã) and R : wac(Ã)(η, ξ) → wac(Ã)(η, ξ) with respective domains M and M(η, ξ)

of general types such that the map R is continuous on its domain. The construction of
the maps leads to the establishment of some topological properties of the function space
S(T )(P )(η, ξ) associated with the solution space S(T )(P ) of QSDI (2.2). To prove the main
result in the next section, we present here some further notations and results. If B ⊂ [t0, T ]
is a measurable set, we write μ(B) for its Lebesgue measure and χB(t) for its characteristic
function. We shall employ the notion of a continuous decomposition (or partition) of the
interval [t0, T ] depending on a parameter y ∈ Y where Y is a separable metric space. We
recall the following definition from [26].

Definition 2.2 Let Y be a separable metric space. A family of subsets {Ti(y)}i≥1 of the
interval [t0, T ] depending on the parameter y ∈ Y will be called a continuous decomposition
of [t0, T ] if the following conditions hold.

(1) Ti(y) is a measurable set for all y ∈ Y and i ≥ 1.
(2) Ti(y) ∩ Tj (y) = ∅ for y ∈ Y, i �= j and

⋃
i≥1 Ti(y) = [t0, T ].

(3) If y0 ∈ Y then for any y ∈ Y , there exists a neighbourhood V (y0) and a finite in-
dex set �(y0) such that when i does not belong to �(y0) and y ∈ V (y0) the relation
μ(Ti(y)) = 0 holds.

(4) μ(Ti(y)�Ti(y0)) → 0 for y → y0 when y0 ∈ Y and for i ≥ 1, where A�B = A ∪ B \
A ∩ B for any two subsets A,B of [t0, T ].

Next, we recall the only lemma established in [26, p. 159] in a form that is suitable for
the setting of this paper. The result remains valid for the present framework.

Lemma 2.3 Let Y be a nonempty subset of wac(Ã) so that Y (η, ξ) ⊂ wac(Ã)(η, ξ) cor-
responding to an arbitrary pair η, ξ ∈ D⊗E. Let ν(yηξ (·)) > 0 for yηξ ∈ Y (η, ξ). Suppose
that {T 0

m(yηξ )}m≥1 is a continuous decomposition of the interval [t0, T ]. Then for σ > 0 there
exists a continuous decomposition {T 1

j (yηξ )}j≥1 of [t0, T ] and a set of processes {yj }j≥1 ⊂ Y

with the corresponding set of complex valued functions {yηξ,j }j≥1 ⊂ Y (η, ξ) satisfying the
following:

(1) If μ(T 1
j (yηξ )) > 0, then

∑
m≥1

μ(T 0
m(yηξ )�T 0

m(yηξ,j )) ≤ min{σ,2ν(yηξ )},

(2)
∑

m,j≥1

μ
(
T 1

j (yηξ ) ∩ (T 0
m(yηξ )�T 0

m(yηξ,j ))
) ≤ min{σ,2ν(yηξ )}, yηξ ∈ Y (η, ξ).

Remark 2.4 In the proof of the only lemma in [26], a continuous decomposition of the inter-
val [t0, T ] was constructed with parameters that are elements of the space AC([t0, T ],R

n).
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This construction remains valid in our case for parameters lying in the space AC([t0, T ],C).
By using suitable notations, we outline here a similar construction that would be needed in
the proof of our main result.

By the definition of a continuous decomposition of the interval [t0, T ], we can choose for
each y0 ∈ Y ⊆ wac(Ã) with yηξ,0(·) ∈ Y (η, ξ) a number δ(yηξ,0) > 0 satisfying

δ(yηξ,0) <
1

2
min{σ, ν(yηξ,0)}

such that
∑
i≥1

μ
(
T 0

i (yηξ )�T 0
i (yηξ,0)

) ≤ 1

2
min{σ, ν(yηξ,0)},

when yηξ ∈ Y (η, ξ) satisfying |yηξ (·) − yηξ,0(·)|AC < δ(yηξ,0).

We construct a ball B(yηξ , δ(yηξ )) of radius δ(yηξ ) about each function yηξ (·) ∈ Y (η, ξ).
These balls form an open covering of the separable metric space Y (η, ξ) ⊆ AC([t0, T ],C).
The covering contains a locally open countable covering {Uj }j≥1 depending on the pair
η, ξ ∈ D⊗E. Furthermore, there is a locally open covering {Vj }j≥1 such that V j ⊂ Uj ,
j ≥ 1, where V j denotes the closure of the set Vj (see [21] and [26, p. 159]).

Let {Pj (·)}j≥1 be a continuous partition of unity subordinate to the covering {Vj }j≥1 and
let {qj (·)}j≥1 be the set of continuous functions such that

qj (yηξ ) =
{

0, if yηξ ∈ Y (η, ξ) \ Uj ,

1, if yηξ ∈ Vj .

Suppose that A ⊂ [t0, T ] is a measurable set and let

wk(yηξ ) := inf{w ∈ [t0, T ] : μ(A ∩ [t0,w]) ≥ μ(A)qk(yηξ )},
	0

k(yηξ )[A] := A ∩ [t0,wk(yηξ )),

	1
k(yηξ )[A] := [t0, T ] \ 	0

k(yηξ )[A].
The number c(A) and the sets c0[A], c1[A] are defined as follows:

c(A) = inf{c ∈ [t0, T ] : μ(A ∩ [t0, c]) ≥ μ(A)},
c0[A] = A ∩ [t0, c(A)), c1[A] = [t0, T ] \ c0[A].

Next we define

τ0(yηξ ) = t0,

τj (yηξ ) = sup{τ ∈ [t0, T ] : μ(A ∩ [τj−1(yηξ ), τ ]) ≤ μ(A)Pj (yηξ )}, j ≥ 1,

�1(yηξ )[A] = A ∩ [t0, τ1(yηξ )],
and

�j(yηξ )[A] = A ∩ (τj−1(yηξ ), τj (yηξ )], j > 1.

We fix arbitrary functions yηξ,j (·) ∈ Vj , where yηξ,j (·) = 〈η,yj (·)ξ 〉, j ≥ 1 for some yj ∈ Y

and let � denotes the family of sets θ̃ = {(ϑ0
i,k, ϑ

1
i )}i,k≥1 formed of number pairs (ϑ0

i,k, ϑ
1
i )
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in which the numbers take the value 0 or 1. The sets T 1
j (yηξ ), j ≥ 1 are defined as follows:

T 1
j (yηξ ) =

⋃
θ̃∈�

�j (yηξ )

[ ⋂
k,i≥1

(	
ϑ0

i,k

k (yηξ )[T 0
i (yηξ,k)] ∩ cϑ1

i [T 0
i (yηξ )])

]
.

The family of sets T 1
j (yηξ ) thus defined, is a continuous decomposition of the interval [t0, T ].

This can be shown exactly by the same way as in the proof of the only lemma in [26, p. 159]
satisfying the conclusion of Lemma 2.3 above.

3 Main Results

We shall establish the main results of this paper in this section. To this end, the proof of the
main theorem below adapts the technique employed in [26] in a way that is suitable for the
analysis of the present quantum stochastic differential inclusion. In what follows as before,
η, ξ is a pair of arbitrary elements in D⊗E.

Theorem 3.1 Assume that the map (t, x) → P (t, x)(η, ξ) satisfies conditions S(i)–S(iii).
Assume further that a non empty set M ⊂ wac(Ã) is given and there exist positive functions
ρηξ ,Nηξ : [t0, T ] → R+ lying in L1

loc([t0, T ],R+) such that

d

(
d

dt
〈η,Y (t)ξ 〉,P (t, Y (t))(η, ξ)

)
≤ ρηξ (t),

and ∣∣∣∣ d

dt
〈η,Y (t)ξ 〉

∣∣∣∣ ≤ Nηξ (t), t ∈ [t0, T ], Y ∈ M.

Then for arbitrary ε > 0, there exists a map R : M(η, ξ) → S(T )(P )(η, ξ) continuous in the
norm topology of the space AC([t0, T ],C) such that:

(1) R(yηξ (·))(t0) = yηξ (t0).

(2) R(yηξ (·)) = yηξ (·), for yηξ ∈ M(η, ξ) ∩ S(T )(P )(η, ξ).

(3) |R(yηξ (·))(t) − yηξ (t)| ≤ Eηξ (t) + ε, t ∈ [t0, T ], yηξ ∈ M(η, ξ) \ S(T )(P )(η, ξ).

Proof Let ε > 0 be given. We define a sequence of real positive numbers that depend on
η, ξ by:

αk = ε

2k+2 exp[2Mηξ (T )] , k = 0,1,2, . . . . (3.1)

Then there exists a number σ0 = σ0(η, ξ) depending on η, ξ such that

σ0 ∈
(

0,
α0

3 + 4Mηξ (T )

)

and ∫
A

Nηξ (t)dt < α0 (3.2)

for every measurable set A ⊆ [t0, T ] satisfying μ(A) < σ0.
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As highlighted in Remark 2.4, we shall construct locally finite open coverings {Uj }, {Vj }
and function systems {Pj (·)}, {qj (·)} and {yηξ,j (·)} for j ≥ 1. We first obtain a partition of
the interval [t0, T ] into L equidistant points t0 = τ0 < τ1 < · · · < τL = T where L >

T −t0
σ0

.
By employing the notion of simple processes as defined in [18], we let Wj be simple

processes in L1
loc(Ã) having a countable number of values Wj(t) such that

‖Wj(t)‖ηξ := |Wηξ,j (t)| < Nηξ (t), t ∈ [t0, T ]

and

|ẏηξ,j (·) − Wηξ,j (·)|L1 <
δ(yηξ,j )

2jL
, (3.3)

where δ(yηξ ) is defined under Remark 2.4, ẏηξ,j (t) = d
dt

yηξ,j (t), and | · |L1 is the norm in the
space L1([t0, T ],C) of integrable complex valued functions on the interval [t0, T ] .

Let Ti,k be measurable subsets of [t0, T ] such that

Wk(t) ≡ Wi
k, Wηξ,k(t) ≡ Wi

ηξ,k, t ∈ Ti,k, Ti,k ∩ Ti′,k = ∅, i �= i ′,

and
⋃

i≥1 Ti,k = [t0, T ]. We put T l
i,k = [τl, τl+1] ∩ Ti,k and follow a similar argument as in

the proof of the lemma in [26]. Employing the procedure under Remark 2.4, we construct,
for each fixed l, yηξ (·) ∈ M(η, ξ), the sets �j(yηξ )[·],	0

k(yηξ )[·], interchanging [t0, T ] and
[τl, τl+1]. Next define

Tj,l(yηξ ) =
⋃
θ̃∈�

�j (yηξ )

[ ⋂
i,k≥1

	
ϑ0

i,k

k (yηξ )[T l
i,k]

]
, (3.4)

and

T 0
j (yηξ ) =

L⋃
l=1

Tj,l(yηξ ). (3.5)

As shown in [26], the family of sets {T 0
j (yηξ (·))} is a continuous decomposition of the

interval [t0, T ] depending in this case on the matrix element yηξ (·) of the process y ∈ M .
If y ∈ S(T )(P ), then y ∈ S(T )(a) for some a ∈ Ã. Thus, by the properties of such solutions

as established in [13] (see also [7]), there exists a stochastic process V : [t0, T ] → Ã lying
in Ad(Ã)wac ∩ L1

loc(Ã) such that:

y(t) = a +
∫ t

t0

V (s)ds, a.e. t ∈ [t0, T ] (3.6)

and for any yk ∈ S(T )(a), we write

yk(t) = a +
∫ t

t0

Vk(s)ds, a.e. t ∈ [t0, T ],

for some stochastic process

Vk ∈ Ad(Ã)wac ∩ L1
loc(Ã).
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Next, we consider the following pair of mappings: g0 : M → L1
loc(Ã) and G0 : M(η, ξ) →

L1
loc([t0, T ],C) defined by:

g0(y)(t) =
⎧⎨
⎩

V (t), y ∈ M ∩ S(T )(P ),∑
j≥1

χT 0
j

(yηξ )(t)Wj (t), y ∈ M \ S(T )(P ), (3.7)

where Wj and V are given respectively by (3.3) and (3.6) above and

G0(yηξ )(t) =

⎧⎪⎪⎨
⎪⎪⎩

d

dt
〈η,y(t)ξ 〉, yηξ ∈ M(η, ξ) ∩ S(T )(P )(η, ξ ),

∑
j≥1

χT 0
j

(yηξ )(t)Wηξ,j (t), yηξ ∈ M(η, ξ) \ S(T )(P )(η, ξ).
(3.8)

Notice that by definition, G0(yηξ )(t) = 〈η,g0(y)(t)ξ〉 where

d

dt
〈η,y(t)ξ 〉 = 〈η,V (t)ξ 〉, t ∈ [t0, T ].

We prove that the mapping G0 is continuous in the norm of AC([t0, T ],C) defined on
M(η, ξ). If y0 ∈ M \ S(T )(P ), then

|G0(yηξ ) − G0(yηξ,0)|L1 ≤
∫ T

t0

∑
j≥1

χT 0
j

(yηξ )�T 0
j

(yηξ,0)(t)Nηξ (t)dt

→ 0, as yηξ (·) → yηξ,0(·). (3.9)

Suppose that y0 ∈ S(T )(P ) and y ∈ M \ S(T )(P ), then yηξ,0 ∈ S(T )(P )(η, ξ) and yηξ ∈
M(η, ξ) \ S(T )(P )(η, ξ). By the property of the partition of unity Pj (·), Pj (yηξ ) > 0 im-
plies that yηξ ∈ Vj . By the construction of the covering {Vj }, there is a ball centred at
ỹηξ ∈ M(η, ξ) \ S(T )(P )(η, ξ) with radius

δ(ỹηξ ) ≤ 1

2
ν(ỹηξ ) (3.10)

containing an element of Vj . Hence, for yηξ ∈ Vj , |yηξ − ỹηξ |AC ≤ 1
2 ν(ỹηξ ). We conclude

that

ν(ỹηξ ) ≤ ν(yηξ ) + |yηξ − ỹηξ |AC

≤ ν(yηξ ) + 1

2
ν(ỹηξ ).

Hence

ν(ỹηξ ) ≤ 2ν(yηξ ). (3.11)

Estimating the distance between yηξ and yηξ,j ∈ Vj , we have

|yηξ − yηξ,j |AC ≤ |yηξ − ỹηξ |AC + |yηξ,j − ỹηξ |AC

≤ 2δ(ỹηξ )

≤ ν(ỹηξ ) by (3.10)
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≤ 2ν(yηξ ) by (3.11)

≤ 2|yηξ,0 − yηξ |AC. (3.12)

Inequality (3.12) holds since yηξ,0 ∈ S(T )(P )(η, ξ). Thus

|yηξ,0 − yηξ,j |AC ≤ |yηξ,0 − yηξ |AC + |yηξ − yηξ,j |AC

≤ 3|yηξ,0 − yηξ |AC (3.13)

by applying (3.12).
Assuming that zk ∈ M \ S(T )(P ) and zηξ,k → yηξ,0 in AC([t0, T ],C) for k → ∞, we

estimate the norm:

|G0(yηξ,0) − G0(zηξ,k)|L1 =
∫ T

t0

∣∣∣∣ d

dt
〈η,y0(t)ξ 〉 −

∑
j≥1

χT 0
j

(Zηξ,k)(t)Wηξ,j (t)

∣∣∣∣dt. (3.14)

Let j ∗ be such that μ(T 0
j∗(zηξ,k)) > 0, then from (3.14), we have

∫ T

t0

∣∣∣∣ d

dt
〈η,y(t)ξ 〉 −

∑
j≥1

χT 0
j

(zηξ,k )(t)Wηξ,j (t)

∣∣∣∣dt

≤
∫ T

t0

(∣∣∣∣ d

dt
〈η,y0(t)ξ 〉 − d

dt
〈η,yj∗(t)ξ 〉

∣∣∣∣

+
∣∣∣∣ d

dt
〈η,yj∗(t)ξ 〉 − Wηξ,j∗(t)

∣∣∣∣
)

dt +
∑
j≥1

∫
T 0
j

(zηξ,k )

|Wηξ,j∗(t) − Wηξ,j (t)|dt

≤ 5|yηξ,0(·) − zηξ,k(·)|AC +
∑
j≥1

Pj (zηξ,k)|Wηξ,j∗(·) − Wηξ,j (·)|L1

≤ 12|yηξ,0(·) − zηξ,k(·)|AC (3.15)

by applying estimates (3.12) and (3.13).
Consequently,

|G0(yηξ,0) − G0(zηξ,k)|L1 ≤ 12|yηξ,0(·) − zηξ,k(·)|AC. (3.16)

Thus, the map G0 : M(η, ξ) → L1([t0, T ],C) is continuous.
Furthermore for y ∈ M \S(T )(P ); yηξ ∈ M(η, ξ)\S(T )(P )(η, ξ) and by denoting the unit

ball in the complex field by S2, we have

∫ τl+1

τl

G0(yηξ )(t)dt =
∑
i≥1

∫
Tj,l (yηξ )

Wηξ,j (t)dt

=
∑
j≥1

Pj (yηξ )

∫ τl+1

τl

Wηξ,j (t)dt

∈
∑
j≥1

Pj (yηξ )(yηξ,j (τl+1) − yηξ,j (τl)) + σ0

2L
S2.
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Hence,
∫ τl+1

t0

G0(yηξ )(t)dt ∈
∑
j≥1

Pj (yηξ )(yηξ,j (τl+1) − yηξ,j (t0)) + σ0

2
S2

⊆
∑
j≥1

Pj (yηξ )(yηξ (τl+1) − yηξ (t0)) + σ0S2

= yηξ (τl+1) − yηξ (t0) + σ0S2. (3.17)

Equation (3.17) holds since the functions yηξ,j lie in some neighbourhood of the func-
tion yηξ (·) and by using the relation

∑
j≥1 Pj (yηξ ) = 1. Therefore for t ∈ [t0, T ], we have

from (3.17),
∣∣∣∣yηξ (t0) +

∫ t

t0

G0(yηξ )(s)ds − yηξ (t)

∣∣∣∣

≤
∣∣∣∣yηξ (t0) +

∫ τl

t0

G0(yηξ )(s)ds − yηξ (τl)

∣∣∣∣ +
∣∣∣∣yηξ (τl) +

∫ t

τl

G0(yηξ )(s)ds − yηξ (t)

∣∣∣∣
≤ 3σ0 ≤ α0. (3.18)

Now assume that μ(T 0
j (yηξ )) > 0, and t ∈ T 0

j (yηξ ), then by employing (3.18) we have:

d

(
G0(yηξ )(t),P

(
t, y(t0) +

∫ t

t0

g0(y)(s)ds

)
(η, ξ)

)

= d

(
Wηξ,j (t),P

(
t, y(t0) +

∫ t

t0

g0(y)(s)ds

)
(η, ξ)

)

≤ d

(
d

dt
〈η,yj (t)ξ 〉 + Wηξ,j (t) − d

dt
〈η,yj (t)ξ 〉,P (t, yj (t))(η, ξ)

)

+ ρ

(
P (t, yj (t))(η, ξ),P

(
t, y(t0) +

∫ t

t0

g0(y)(s)ds

)
(η, ξ)

)

≤ d

(
d

dt
〈η,yj (t)ξ 〉,P (t, yj (t))(η, ξ)

)
+

∣∣∣∣Wηξ,j (t) − d

dt
〈η,yj (t)ξ 〉

∣∣∣∣

+ Kηξ (t)

∥∥∥∥yj (t) − y(t) + y(t) −
(

y(t0) +
∫ t

t0

g0(y)(s)ds

)∥∥∥∥
ηξ

= d

(
d

dt
〈η,yj (t)ξ 〉,P (t, yj (t))(η, ξ)

)
+

∣∣∣∣Wηξ,j (t) − d

dt
〈η,yj (t)ξ 〉

∣∣∣∣

+ Kηξ (t)|yηξ,j (t) − yηξ (t)| + Kηξ (t)

∣∣∣∣yηξ (t) − yηξ (t0) −
∫ t

t0

G0(yηξ )(s)ds

∣∣∣∣

≤ d

(
d

dt
〈η,yj (t)ξ 〉,P (t, yj (t))(η, ξ)

)
+

∣∣∣∣Wηξ,j (t) − d

dt
〈η,yj (t)ξ 〉

∣∣∣∣
+ Kηξ (t)|yηξ,j (t) − yηξ (t)| + 3σ0Kηξ (t) (by (3.18)) (3.19)

≤ d

(
d

dt
〈η,yj (t)ξ 〉,P (t, yj (t))(η, ξ)

)
+ βηξ (t), (3.20)
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where

βηξ (t) = 4σ0Kηξ (t) +
∑
j≥1

∣∣∣∣ d

dt
〈η,yj (t)ξ 〉 − Wηξ,j (t)

∣∣∣∣. (3.21)

The estimate given by (3.20) holds by applying the inequality |yηξ,j (t) − yηξ (t)| < σ0 that
follows from (3.17). Again, by applying (3.2) and (3.3) to the expression in (3.21), we
conclude that ∫ T

t0

βηξ (t)dt := |βηξ (·)|L1 < α0. (3.22)

Next, we shall apply mathematical induction principles to establish a sequence of continu-
ous decomposition {T k

j (yηξ )}j≥1, k ≥ 0 of the interval [t0, T ] corresponding to a stochastic
process y ∈ M \ S(T )(P ) with the associated matrix element yηξ ∈ M(η, ξ) \ S(T )(P )(η, ξ).
In addition, we shall establish a sequence of mappings gk : M → L1

loc(Ã) with the associated
continuous sequence of maps Gk : M(η, ξ) → L1

loc([t0, T ],C), and sequences of functions
ζηξ,k(·), Nηξ,k(·) ∈ L1([t0, T ],R+) corresponding to arbitrary pair of elements η, ξ,∈ D⊗E.

Notice that the decomposition {T 0
j (yηξ )}, the mappings g0,G0 and the functions

ζηξ,0(·) = ρηξ (·) + βηξ (·) and Nηξ,0(·) = Nηξ (·) hold as defined above.
By induction hypothesis, suppose that the decomposition {T k

j (yηξ )}, the mappings gk,Gk

and the functions ζηξ,k(·) and Nηξ,k(·) have been constructed and let

Ik(y)(t) = y(t0) +
∫ t

t0

gk(y)(s)ds, y ∈ M, k ≥ 0

and

Jk(yηξ )(t) = yηξ (t0) +
∫ t

t0

Gk(yηξ )(s)ds, yηξ ∈ M(η, ξ), k ≥ 0 (3.23)

satisfy the following inequalities:

d(Gk(yηξ )(t),P (t, Ik(y)(t))(η, ξ)) ≤ ζηξ,k(t) (3.24)

and

|Gk(yηξ )(t)| ≤ Nηξ,k(t), (3.25)

when t ∈ [t0, T ], y ∈ M,yηξ ∈ M(η, ξ). Notice that (3.24) and (3.25) hold for k = 0. More-
over, the maps Ik(y) and Jk(yηξ ) respectively lie in the spaces wac(Ã) and wac(Ã)(η, ξ)

and notice also the validity of the relation:

〈η, Ik(y)(t)ξ〉 = Jk(yηξ )(t).

Then there exists a number σk+1 ∈ (0,
αk+1

6Mηξ (T )
) such that

∫
A

Nηξ (t)dt <
αk+1

6Mηξ (T ) + 4
,

for all measurable sets A ⊆ [t0, T ], for which μ(A) < σk+1.
By applying Lemma 2.3 to the set M(η, ξ)\S(T )(P )(η, ξ), the continuous decomposition

{T k
j (yηξ )} and the number σk+1, we construct a continuous decomposition {T k+1

j (yηξ )} and
the set of functions {yηξ,j (·)} ⊂ M(η, ξ) \ S(T )(P )(η, ξ). Such functions are of the form
yηξ,j (t) = 〈η,yj (t)ξ 〉, t ∈ [t0, T ] for some stochastic processes yj ∈ wac(Ã).
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Since t → P (t, x)(η, ξ) is measurable with closed values (by assumptions S(i)–S(ii)),
then we can choose Uηξ,j (·), j ≥ 1, to be measurable selection from P (t, Ik(yj )(t))(η, ξ)

such that

|Uηξ,j (t) − Gk(yηξ,j )(t)| = d(Gk(yηξ,j )(t),P (t, Ik(yj )(t))(η, ξ)), t ∈ [t0, T ].
The existence of such selection follows from the classical Filippov lemma (see, for example,
Theorem 1.14.2 of [1]).

As the map (η, ξ) → Uηξ,j (t) is a sesquilinear form and by adaptedness of the
process yj , there exists an adapted stochastic process Uj : [t0, T ] → Ã such that Uη,ξ,j (t) =
〈η,Uj (t)ξ 〉, t ∈ [t0, T ].

Again since

|Uηξ,j (t)| ≤ |Uηξ,j (t) − Gk(yηξ,j )(t)| + |Gk(yηξ,j )(t)| ≤ ζηξ,k(t) + Nηξ,k(t), (3.26)

we conclude that Uηξ,j ∈ L1
loc([t0, T ],C). Hence, Uj ∈ Ad(Ã)wac ∩ L1

loc(Ã). Moreover, we
notice that the right hand side of (3.26) is independent of j . The inequality therefore holds
for all j ≥ 1.

We now put Nηξ,k+1(t) = ζηξ,k(t) + Nηξ,k(t) and define the following maps:

gk+1(y)(t) =
⎧⎨
⎩

V (t), y ∈ M ∩ S(T )(P ),∑
j≥1

χ
T k+1
j

(yηξ )
(t)Uj (t), y ∈ M \ S(T )(P ), (3.27)

where the process V (t) is given by (3.6).
Associated with (3.27), we define the following map:

Gk+1(yηξ )(t) =

⎧⎪⎪⎨
⎪⎪⎩

d

dt
〈η,y(t)ξ 〉, yηξ ∈ M(η, ξ) ∩ S(T )(P )(η, ξ),

∑
j≥1

χ
T k+1
j

(yηξ )
(t)Uηξ,j (t), yηξ ∈ M(η, ξ) \ S(T )(P )(η, ξ).

(3.28)

Next, we establish some bounds: Let μ(T k+1
j (yηξ )) > 0, then

|yηξ (·) − yηξ,j (·)|AC < min{σk+1, ν(yηξ )}.
Employing (3.23) and using the form of Gk , we have

|Jk(yηξ,j )(t) − Jk(yηξ )(t)|

≤ |yηξ,j (·) − yηξ (·)|AC +
∫ t

t0

∑
j≥1

χT k
i

(yηξ,j )�T k
i

(yηξ )(s)Nηξ,k(s)ds. (3.29)

For t ∈ T k+1
j (yηξ ) and by using (3.28), we have:

|Gk(yηξ )(t) − Gk+1(yηξ )(t)|
= |Gk(yηξ )(t) − Uηξ,j (t)|
≤ |Uηξ,j (t) − Gk(yηξ,j )(t)| + |Gk(yηξ,j )(t) − Gk(yηξ )(t)|
= d(Gk(yηξ,j )(t),P (t, Ik(yj )(t))(η, ξ)) + |Gk(yηξ,j )(t) − Gk(yηξ )(t)|
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≤ d(Gk(yηξ,j )(t),P (t, Ik(y)(t))(η, ξ)) + ρ(P (t, Ik(y)(t))(η, ξ),P (t, Ik(yj )(t))(η, ξ))

+ |Gk(yηξ,j )(t) − Gk(yηξ )(t)|
≤ d(Gk(yηξ )(t),P (t, Ik(y)(t))(η, ξ)) + ρ(P (t, Ik(y)(t))(η, ξ),P (t, Ik(yj )(t))(η, ξ))

+ 2|Gk(yηξ,j )(t) − Gk(yηξ )(t)|
≤ d(Gk(yηξ )(t),P (t, Ik(y)(t))(η, ξ)) + Kηξ (t)‖Ik(y)(t) − Ik(yj )(t)‖ηξ

+ 2|Gk(yηξ,j )(t) − Gk(yηξ )(t)|
≤ d(Gk(yηξ )(t),P (t, Ik(y)(t))(η, ξ)) + Kηξ (t)|Jk(yηξ )(t) − Jk(yηξ,j )(t)|

+ 2
∑
j≥1

χ
T k+1
j

(yηξ )∩(T k
i

(yηξ,j )�T k
i

(yηξ ))
(t)Nηξ,k(t). (3.30)

Furthermore, we have

d(Gk+1(yηξ )(t),P (t, Ik(y)(t))(η, ξ))

= d(Uηξ,j (t),P (t, Ik(y)(t))(η, ξ))

≤ ρ(P (t, Ik(yj )(t))(η, ξ),P (t, Ik(y)(t))(η, ξ))

≤ Kηξ (t)|Jk(yηξ,j )(t) − Jk(yηξ )(t)|. (3.31)

Employing (3.20), (3.29) and (3.30), it follows that

∫ t

t0

|G1(yηξ )(s) − G0(yηξ )(s)|ds

≤
∫ t

t0

d(G0(yηξ )(s),P (t, I0(y)(s))(η, ξ))ds + α1

≤
∫ t

t0

ρηξ (s)ds + α0 + α1. (3.32)

Again, by employing (3.29), (3.30) and (3.31), we have

∫ t

t0

|Gk+1(yηξ )(s) − Gk(yηξ )(s)|ds

≤
∫ t

t0

d(Gk(yηξ )(s),P (s, Ik(y)(s))(η, ξ))ds + αk+1

(
1

6
+ Mηξ (T ) + 2

6Mηξ (T ) + 4

)

≤
∫ t

t0

d(Gk(yηξ )(s),P (s, Ik−1(y)(s))(η, ξ))ds

+
∫ t

t0

ρ(P (s, Ik(y)(s))(η, ξ),P (s, Ik−1(y)(s))(η, ξ))ds

+ αk+1

(
1

6
+ Mηξ (T ) + 2

6Mηξ (T ) + 4

)

≤
∫ t

t0

d(Gk(yηξ )(s),P (s, Ik−1(y)(s))(η, ξ))ds



32 E.O. Ayoola

+
∫ t

t0

Kηξ (s)|Jk(yηξ )(s) − Jk−1(yηξ )(s)|ds + αk+1

(
1

6
+ Mηξ (T ) + 2

6Mηξ (T ) + 1

)

≤
∫ t

t0

Kηξ (s)|Jk(yηξ )(s) − Jk−1(yηξ )(s)|ds + αk+1. (3.33)

Continuing the iteration in (3.33) and using (3.32) and the relation

|Jk(yηξ )(s) − Jk−1(yηξ )(s)| ≤
∫ s

t0

|Gk(yηξ )(u) − Gk−1(yηξ )(u)|du

by induction, we have

∫ t

t0

|Gk+1(yηξ )(s) − Gk(yηξ )(s)|ds

≤
∫ t

t0

(Mηξ (t) − Mηξ (s))
k

k! ρηξ (s)ds + αk+1

+ Mηξ (T )αk + · · · + (Mηξ (t))
k

k! α1 + (Mηξ (t))
k

k! α0

≤
∫ t

t0

(Mηξ (t) − Mηξ (s))
k

k! ρηξ (s)ds + ε

2k+3
+ (Mηξ (t))

k

k! α0. (3.34)

Applying (3.29), (3.31), (3.34) and the Lipschitz condition, we have:

d(Gk+1(yηξ )(t),P (t, Ik+1(y)(t))(η, ξ))

≤ d(Gk+1(yηξ )(t),P (t, Ik(y)(t))(η, ξ)) + Kηξ (t)|Jk+1(yηξ )(t) − Jk(yηξ )(t)|

≤ Kηξ (t)

(
αk+1

3Mηξ (T )
+

∫ t

t0

(Mηξ (t) − Mηξ (s))
k

k! ρηξ (s)ds + ε

2k+3
+ (Mηξ (t))

k

k! α0

)

:= ζηξ,k+1(t). (3.35)

It is easy to see that the map ζηξ,k+1(·) lies in L1([t0, T ],R+).
Next we show that the map Gk+1 : M(η, ξ) → L1([t0, T ],C) is continuous. At a point

yηξ,0 ∈ M(η, ξ)\S(T )(P )(η, ξ) where yηξ,0(·) = 〈η,y0(·)ξ 〉 for some y0 ∈ M , estimate of the
form (3.9) holds showing that the map is continuous at the point. Suppose now that yηξ,0 ∈
M(η, ξ)∩S(T )(P )(η, ξ), zηξ,m ∈ M(η, ξ)\S(T )(P )(η, ξ) and zηξ,m → yηξ,0 as m → ∞, then
for Pj (zηξ,m) > 0 estimate of the form (3.13) holds, i.e.

|yηξ,0(·) − yηξ,j (·)|AC ≤ 3|yηξ,0 − zηξ,m|AC.

Thus, by employing (3.29) and (3.30), conclusions of Lemma 2.3, continuity of the map Gk

and by putting ẏηξ,0 = d
dt

yηξ,0(t), we have

|ẏηξ,0 − Gk+1(zηξ,m)|L1 = |Gk+1(yηξ,0) − Gk+1(zηξ,m)|L1

≤ |ẏηξ,0 − Gk(zηξ,m)|L1 + |Gk(zηξ,m) − Gk+1(zηξ,m)|L1

→ 0 as m → ∞.

The map Gk+1 is continuous. Therefore Gk is continuous for all k ≥ 0.
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Let yηξ ∈ M(η, ξ). Summing of the inequalities in (3.34) and applying the definition
of α0, we have:

∫ t

t0

|Gk+1(yηξ )(s) − G0(yηξ )(s)|ds

≤
∫ t

t0

exp(Mηξ (t) − Mηξ (s))ρηξ (s)ds +
k∑

ν=0

ε

2ν+3
+ exp(Mηξ (t))α0

≤
∫ t

t0

exp(Mηξ (t) − Mηξ (s))ρηξ (s)ds + 2ε

23
+ ε

4 exp(Mηξ (T ))

≤
∫ t

t0

exp(Mηξ (t) − Mηξ (s))ρηξ (s)ds + ε

2
. (3.36)

By employing (3.36) and (3.18), we obtain:

|Jk+1(yηξ )(t) − yηξ (t)|
≤ |Jk+1(yηξ )(t) − J0(yηξ )(t)| + |J0(yηξ )(t) − yηξ (t)|

≤
∫ t

t0

exp(Mηξ (t) − Mηξ (s))ρηξ (s)ds + ε

2
+ ε

4 exp(2Mηξ (T ))

≤ Eηξ (t) + ε. (3.37)

Since

|Jk+1(yηξ ) − Jk(yηξ )|AC

= |Jk+1(yηξ )(t0) − Jk(yηξ )(t0)| +
∫ T

t0

|gk+1(yηξ )(s) − gk(yηξ )(s)|ds, yηξ ∈ M(η, ξ),

then from (3.34), we conclude that the sequence of functions {Jk(yηξ )} converges in
AC([t0, T ],C) to a function R(yηξ ) ∈ AC([t0, T ],C). Again by definition of the sequence
{Ik(y)} in wac(Ã),

〈η, Ik(y)(t)ξ〉 = Jk(yηξ )(t), y ∈ M

and

|Ik(y)|ηξ = ‖Ik(y)(t0)‖ηξ +
∫ T

t0

∣∣∣∣ d

dt
〈η, Ik(y)(t)ξ〉

∣∣∣∣dt

= |Jk(yηξ )(t0)| +
∫ T

t0

∣∣∣∣ d

dt
Jk(yηξ )(t)

∣∣∣∣dt.

Thus, by (3.34), the sequence {Ik(y)} is a Cauchy sequence in wac(Ã) which converges
to a map ϒ(y) ∈ wac(Ã). Also 〈η,ϒ(y)(t)ξ 〉 = R(yηξ )(t). Hence R(yηξ ) ∈ wac(Ã)(η, ξ).
The map R : M(η, ξ) → wac(Ã)(η, ξ) is continuous by the continuity of the sequence of
maps Gk . Also

R(yηξ )(t0) = yηξ (t0),

R(yηξ )(·) = yηξ (·), yηξ ∈ M(η, ξ) ∩ S(T )(P )(η, ξ).
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Taking the limit in (3.37), we have

|R(yηξ )(t) − yηξ (t)| ≤ Eηξ (t) + ε, t ∈ [t0, T ].

Next, we show that ϒ(y) ∈ S(T )(P ). First we have:

d

(
d

dt
〈η,ϒ(y)(t)ξ 〉,P (t,ϒ(y)(t))(η, ξ)

)

≤ d(Gk+1(yηξ )(t),P (t, Ik(y)(t))(η, ξ)) +
∣∣∣∣ d

dt
〈η,ϒ(y)(t)ξ 〉 − Gk+1(yηξ )(t)

∣∣∣∣
+ Kηξ (t)|〈η,ϒ(y)(t)ξ〉 − 〈η, Ik(y)(t)ξ〉|. (3.38)

Applying (3.31) and (3.29) to the first term at the right hand side of (3.38) and integrate both
sides we have:

∫ T

t0

d

(
d

dt
〈η,ϒ(y)(t)ξ 〉,P (t,ϒ(y)(t))(η, ξ)

)

≤
∫ T

t0

Kηξ (t)

[
|yηξ,j − yηξ |AC +

∫ t

t0

∑
j≥1

χT k
i

(yηξ,j )�T k
i

(yηξ )(s)Nηξ,k(s)ds

]
dt

+
∫ T

t0

(∣∣∣∣ d

dt
〈η,ϒ(y)(t)ξ 〉 − Gk+1(yηξ )(t)

∣∣∣∣

+ Kηξ (t)|〈η,ϒ(y)(t)ξ〉 − 〈η, Ik(y)(t)ξ〉|
)

dt

≤ αk+1 +
∫ T

t0

(∣∣∣∣ d

dt
〈η,ϒ(y)(t)ξ 〉 − Gk+1(yηξ )(t)

∣∣∣∣

+ Kηξ (t)|〈η,ϒ(y)(t)ξ〉 − 〈η, Ik(y)(t)ξ〉|
)

dt.

Taking the limit as k → ∞, we have

d

(
d

dt
〈η,ϒ(y)(t)ξ 〉,P (t,ϒ(y)(t))(η, ξ)

)
= 0.

Hence ϒ(y) ∈ S(T )(P ) and therefore

〈η,ϒ(y)(·)ξ 〉 := R(yηξ )(·) ∈ S(T )(P )(η, ξ). �

The following corollary furnishes a generalization of our previous result [7] concern-
ing the existence of a continuous selection from the multifunction 〈η,xξ 〉 → S(T )(x)(η, ξ)

without any restriction on the domain of the selection map.

Corollary 3.2 There exists a continuous map:

	 : Ã(η, ξ) → wac(Ã)(η, ξ)
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such that for each x ∈ Ã, 	(〈η,xξ 〉) ∈ S(T )(x)(η, ξ) satisfying

	(〈η,x0ξ 〉) = 〈η,X(·)ξ 〉
for each X ∈ S(T )(x0).

Proof Let x0 ∈ Ã and let X ∈ S(T )(x0). As in the proof of the last theorem, we can write

X(t) = x0 +
∫ t

t0

V0(s)ds, a.e. t ∈ [t0, T ]

for some V0 ∈ Ad(Ã)wac ∩ L1
loc(Ã) which depends on X. We consider the following non-

empty set

M =
{
y ∈ wac(Ã) : y(t) = y0 +

∫ t

t0

V0(s)ds, y0 ∈ Ã
}
.

Notice that the process X ∈ M. We apply Theorem 3.1 to the set

M(η, ξ) = {〈η,y(·)ξ 〉 : y ∈ M}
to obtain a continuous mapping R : M(η, ξ) → S(T )(P )(η, ξ) satisfying

R(〈η,X(·)ξ 〉) = 〈η,X(·)ξ 〉.
Define the map 	(·) by

	(〈η,y0ξ 〉) = R(〈η,y(·)ξ 〉).
The map 	(·) is continuous on Ã(η, ξ) by the continuity of the map R and satisfies

	(〈η,x0ξ 〉) = 〈η,X(·)ξ 〉 ∈ S(T )(x0)(η, ξ).

Since x0 is arbitrary in Ã, the conclusion of the corollary follows. �

The next result shows that if the map (t, x) → P (t, x)(η, ξ) is integrably bounded then
the set of complex valued functions S(T )(x0)(η, ξ) for each x0 ∈ Ã is an absolute retract.
This is understood in the sense that every continuous map h : F → S(T )(x0)(η, ξ) admits
a continuous extension h̃ : H → S(T )(x0)(η, ξ) for any subset F = F̄ ⊆ H and for any
separable metric space H where the restriction h̃|F = h.

Corollary 3.3 In addition to conditions of Theorem 3.1, assume that there exists a
function bηξ (·) ∈ L1([t0, T ],R+) such that for every element Vηξ (·) ∈ P (t, x)(η, ξ), t ∈
[t0, T ], |Vηξ (t)| ≤ bηξ (t), then the set of functions S(T )(x0)(η, ξ) is an absolute retract.

Proof We consider the set of complex valued functions defined as follows:

M(η, ξ) = {yηξ (·) ∈ wac(Ã)(η, ξ) : yηξ (t0) = xηξ,0, |ẏηξ (t)| ≤ bηξ (t), t ∈ [t0, T ]}.
It is obvious that the set S(T )(x0)(η, ξ) ⊂ M(η, ξ). By applying Theorem 3.1, there ex-
ists a continuous map R : M(η, ξ) → S(T )(x0)(η, ξ) such that R(Xηξ (·)) = Xηξ (·),Xηξ (·) ∈
S(T )(x0)(η, ξ), showing that S(T )(x0)(η, ξ) is the retract of the set M(η, ξ). By convexity of
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the set M(η, ξ) in the space AC([t0, T ],C) and by Theorem 5 in [22, p. 341], the set M(η, ξ)

is an absolute retract. Hence, the set S(T )(x0)(η, ξ) is an absolute retract by Theorem 6 in
[22, p. 341]. �

Corollary 3.4 Subject to all the conditions of Corollary 3.3, the set S(T )(x0)(η, ξ) is con-
tractible and locally contractible in itself. In addition, the set is locally and integrally con-
nected in an arbitrary dimension.

Proof Since the set S(T )(x0)(η, ξ) is an absolute retract, then (by Theorem 3, p. 375, The-
orem 5, p. 377 in [22]), the set is contractible and locally contractible in itself. Again (by
Theorem 3, p. 376 in [22]) the set is locally and integrally connected in arbitrary dimension
for each pair η, ξ ∈ D⊗E. �
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ABSTRACT. The existence of solutions of Discontinuous Quantum Stochastic Differential Inclu-

sions (QSDI) with upper semicontinuous coefficients is our concerned in this work. A non commu-

tative generalization of Kakutani-Fan fixed point theorem is established in the work. By employing

this result, the existence of solution of upper semicontinuous QSDI is established.

AMS (MOS) Subject Classification. 81S25

1. INTRODUCTION

The problem of existence of solutions of Lipschitzian quantum stochastic differen-

tial inclusions of Hudson and Parthasarathy quantum stochastic calculus formulation

was established in [7]. The properties of these solution sets were established in [3] and

[4]. The quantum stochastic calculus is driven by quantum stochastic processes called

annihilation, creation and gauge arising from quantum field operators. The multival-

ued generalization of this non commutative stochastic differential equation is essential

in the applications of quantum control theory, quantum evolution inclusions[9] and

differential equation with discontinuous coefficients.

For a classical differential equation with discontinuous coefficients the existence

of solutions was established via a multivalued regularization procedure [2]. This

multivalued regularization is upper semicontinuous. The existence of solutions of

upper semicontinuous differential inclusions in the classical setting was established

by using Kakutani fixed point approach [6] which is a multivalued generalization of

Schauder fixed point theorem. The aim of this work is to establish this result in

our non commutative setting. However, this result does not naturally transcends to

our upper semicontinuous quantum stochastic differential inclusions. In this work we

shall first establish a form of Kakutani-Fan fixed point theorem and then employ it to

prove the existence of solution of our quantum stochastic differential inclusions. Hence

we extend the existence of solution results in the literatures on quantum stochastic

differential inclusions [7], [8] and [10] to discontinuous case.

Received December 13, 2011 1056-2176 $15.00 c©Dynamic Publishers, Inc.
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The work shall be arranged as follows; in section 2 we state the definitions and

notations while section 3 shall be for results on the fixed point theorem and existence

of solutions of upper semicontinuous quantum stochastic differential inclusions via

this fixed point theorem.

2. PRELIMINARIES

2.1. Notations and Definitions. In what follows, if U is a topological space, we

denote by clos(U), the collection of all non-empty closed subsets of U.

To each pair (D,H) consisting of a pre-Hilbert space D and its completion H ,

we associate the set L+
w(D,H) of all linear maps x from D into H , with the property

that the domain of the operator adjoint contains D. The members of L+
w(D,H) are

densely-defined linear operators on H which do not necessarily leave D invariant and

L+
w(D,H) is a linear space when equipped with the usual notions of addition and

scalar multiplication.

To H corresponds a Hilbert space Γ(H) called the boson Fock space determined

by H . A natural dense subset of Γ(H) consists of linear space generated by the set

of exponential vectors(Guichardet, [11]) in Γ(H) of the form

e(f) =

∞⊕

n=0

(n!)−
1

2

n⊗
f, f ∈ H

where
⊗0

f = 1 and
⊗n

f is the n-fold tensor product of f with itself for n ≥ 1.

In what follows, D is some pre-Hilbert space whose completion is R and γ is a

fixed Hilbert. L2
γ(R+) (resp. L2

γ([0, t)), resp. L2
γ([t,∞)) t ∈ R+) is the space of square

integrable γ-valued maps on R+ (resp. [0, t), resp. [t,∞)).

The inner product of the Hilbert space R ⊗ Γ(L2
γ(R+)) will be denoted by 〈·, ·〉

and ‖ · ‖ the norm induced by 〈·, ·〉. Let E,Et and Et, t > 0 be linear spaces generated

by the exponential vectors in Fock spaces Γ(L2
γ(R+)),Γ(L2

γ([0, t))) and Γ(L2
γ([t,∞)))

respectively;

A ≡ L+
w(D⊗E,R⊗ Γ(L2

γ(R+)))

At ≡ L+
w(D⊗Et,R⊗ Γ(L2

γ([0, t)))) ⊗ I
t

At ≡ It ⊗ L+
w(Et,Γ(L2

γ([t,∞)))), t > 0

where ⊗ denotes algebraic tensor product and It (resp. It) denotes the identity map

on R⊗ Γ(L2
γ([0, t)))) (resp. Γ(L2

γ([t,∞)))), t > 0. For every η, ξ ∈ D⊗E define

‖ x ‖η,ξ=| 〈η, xξ〉 |, x ∈ A

then the family of seminorms

{‖ · ‖ηξ: η, ξ ∈ D⊗E}
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generates a topology τw, weak topology. The completion of the locally convex spaces

(A, τw), (At, τw) and (At, τw) are respectively denoted by Ã, Ãt and Ãt.

We define the Hausdorff topology on clos(Ã) as follows: For x ∈ Ã, M,N ∈

clos(Ã) and η, ξ ∈ D⊗E, define

ρηξ(M,N ) ≡ max(δηξ(M,N ), δηξ(N ,M))

where

δηξ(M,N ) ≡ sup
x∈M

dηξ(x,N ) and

dηξ(x,N ) ≡ inf
y∈N

‖ x− y ‖ηξ .

The Hausdorff topology which shall be employed in what follows, denoted by, τH ,

is generated by the family of pseudometrics {ρηξ(·) : η, ξ ∈ D⊗E}. Moreover, if

M ∈ clos(Ã), then ‖ M ‖ηξ is defined by

‖ M ‖ηξ≡ ρηξ(M, {0});

for arbitrary η, ξ ∈ D⊗E. For A,B ∈ clos(C) and x ∈ C, a complex number, define

d(x,B) ≡ inf
y∈B

| x− y |

δ(A,B) ≡ sup
x∈A

d(x,B)

and ρ(A,B) ≡ max(δ(A,B), δ(B,A)).

Then ρ is a metric on clos(C) and induces a metric topology on the space. Let I ⊆ R+.

A stochastic process indexed by I is an Ã-valued measurable map on I. A stochastic

process X is called adapted if X(t) ∈ Ãt for each t ∈ I. We write Ad(Ã) for the set

of all adapted stochastic processes indexed by I.

Definition 2.1. A member X of Ad(Ã) is called

(i) weakly absolutely continuous if the map t 7→ 〈η,X(t)ξ〉, t ∈ I is absolutely contin-

uous for arbitrary η, ξ ∈ D⊗E

(ii) locally absolutely p-integrable if ‖ X(·) ‖p
ηξ is Lebesgue -measurable and integrable

on [0, t) ⊆ I for each t ∈ I and arbitrary η, ξ ∈ D⊗E.

We denote by Ad(Ã)wac (resp. Lp
loc(Ã)) the set of all weakly, absolutely continuous

(resp. locally absolutely p-integrable) members of Ad(Ã).

Stochastic integrators: Let L∞
γ,loc(R+) [resp. L∞

B(γ),loc(R+)] be the linear space of

all measurable, locally bounded functions from R+ to γ [resp. to B(γ), the Banach

space of bounded endomorphisms of γ]. If f ∈ L∞
γ,loc(R+) and π ∈ L∞

B(γ),loc(R+), then

πf is the member of L∞
γ,loc(R+) given by (πf)(t) = π(t)f(t), t ∈ R+.
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For f ∈ L2
γ(R)+ and π ∈ L∞

B(γ),loc(R+); the annihilation, creation and gauge

operators, a(f), a+(f) and λ(π) in L+
w(D,Γ(L2

γ(R)+)) respectively, are defined as:

a(f)e(g) = 〈f, g〉L2
γ(R+)e(g)

a+(f)e(g) =
d

dσ
e(g + σf) |σ=0

λ(π)e(g) =
d

dσ
e(eσπf) |σ=0

g ∈ L2
γ(R)+

For arbitrary f ∈ L∞
γ,loc(R+) and π ∈ L∞

B(γ),loc(R+), they give rise to the operator-

valued maps Af , A
+
f and Λπ defined by:

Af(t) ≡ a(fχ[0,t))

A+
f (t) ≡ a+(fχ[0,t))

Λπ(t) ≡ λ(πχ[0,t))

t ∈ R+, where χI denotes the indicator function of the Borel set I ⊆ R+. The

maps Af , A
+
f and Λπ are stochastic processes, called annihilation, creation and gauge

processes, respectively, when their values are identified with their amplifications on

R ⊗ Γ(L2
γ(R+)). These are the stochastic integrators in Hudson and Parthasarathy

[12] formulation of boson quantum stochastic integration.

For processes p, q, u, v ∈ L2
loc(Ã), the quantum stochastic integral:

∫ t

t0

(
p(s)dΛπ(s) + q(s)dAf(s) + u(s)dA+

g (s) + v(s)ds
)
, t0, t ∈ R+

is interpreted in the sense of Hudson-Parthasarathy[12]. The definition of Quantum

stochastic differential Inclusions follows as in [7]. A relation of the form

dX(t) ∈ E(t, X(t))dΛπ(t) + F (t, X(t))dAf(t)

+G(t, X(t))dA+
g (t) +H(t, X(t))dt almost all t ∈ I

X(t0) = x0

(2.1)

is called Quantum stochastic differential inclusions(QSDI) with coefficients E,F,G,H

and initial data (t0, x0). Equation(2.1) is understood in the integral form:

X(t) ∈ x0 +

∫ t

t0

(
E(s,X(s))dΛπ(s) + F (s,X(s))dAf(s)

+G(s,X(s))dA+
g (s) +H(s,X(s))ds

)
, t ∈ I
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called a stochastic integral inclusion with coefficients E,F,G,H and initial data

(t0, x0). An equivalent form of (2.1) has been established in [7], Theorem 6.2 as:

(µE)(t, x)(η, ξ) = {〈η, µαβ(t)p(t, x)ξ〉 : p(t, x) ∈ E(t, x)}

(νF )(t, x)(η, ξ) = {〈η, νβ(t)q(t, x)ξ〉 : q(t, x) ∈ F (t, x)}

(σG)(t, x)(η, ξ) = {〈η, σα(t)u(t, x)ξ〉 : u(t, x) ∈ G(t, x)}

P(t, x)(η, ξ) = (µE)(t, x)(η, ξ) + (νF )(t, x)(η, ξ)

+ (σG)(t, x)(η, ξ) +H(t, x)(η, ξ)

H(t, x)(η, ξ) = {v(t, x)(η, ξ) : v(·, X(·))

is a selection of H(·, X(·))∀ X ∈ L2
loc(Ã)}

(2.2)

Then Problem (2.1) is equivalent to

d

dt
〈η,X(t)ξ〉 ∈ P(t, X(t))(η, ξ)

X(t0) = x0

(2.3)

for arbitrary η, ξ ∈ D⊗E, almost all t ∈ I. Hence the existence of solution of (2.1)

implies the existence of solution of (2.3) and vice-versa. As explained in [7], for the

map P,

P(t, x)(η, ξ) 6= P̃(t, 〈η, xξ〉)

for some complex-valued multifunction P̃ defined on I × C for t ∈ I, x ∈ Ã, η, ξ ∈

D⊗E.

Definition 2.2. Let D ⊂ Ã be a non-empty bounded subset of Ã. For each η, ξ ∈

D⊗E, supx∈D ‖ x ‖ηξ< ∞. We define the diameter of D with respect to η, ξ ∈ D⊗E

by,

diam.(D) = sup
x,y∈D

‖ x− y ‖ηξ .

Definition 2.3. For arbitrary η, ξ ∈ D⊗E, let

Bηξ = {D ⊂ Ã : sup
x,y∈D

‖ x− y ‖ηξ<∞}

Then the map: αηξ : Bηξ → R+, defined by

αηξ(D) = inf{d > 0 : D admits a finite cover by sets of diameter ≤ d}, D ∈ Bηξ

is called (Kuratowski-)measure of non compactness.

The following are properties of αηξ, established in [5]

Proposition 2.4. Suppose αηξ : Bηξ → R+, then

(a) αηξ(D) = 0 if and only if D is compact
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(b) αηξ is a seminorm, that is; for λ > 0,

αηξ(λD) =| λ | αηξ(D) and αηξ(D1 +D2) ≤ αηξ(D1) + α(D2)

(c) D1 ⊂ D2 implies

αηξ(D1) ≤ αηξ(D2), αηξ(D1 ∪D2) = max{αηξ(D1), αηξ(D2)}

(d) αηξ(coD) = αηξ(D).

(e) αηξ is continuous with respect to the Hausdorff distance; that is

| αηξ(D1) − αηξ(D2) |≤ ρηξ(D1, D2)

for arbitrary η, ξ ∈ D⊗E where

ρηξ(D1, D2) = max
{

sup
x∈D1

dηξ(x,D2), sup
x∈D2

dηξ(x,D1)
}
, D1, D2 ⊂ Bηξ

Definition 2.5. (a) Let v0, v1, . . . , vn be an affinely independent set of n + 1 points

in a vector space E. The convex hull

{x ∈ E : x =
n∑

i=0

λivi, 0 ≤ λi ≤ 1,
n∑

i=0

λi = 1}

is called (closed)n-simplex and is denoted by v0v1 . . . vn. The points v0, v1, . . . , vn are

called the vertices of the simplex. For 0 ≤ k ≤ n and 0 ≤ i0 < i1 < · · · < ik ≤ n,

the k-simplex vi0vi1 . . . vik is a subset of the n-simplex v0v1 . . . vn; it is called a k-

dimensional face(or simply k-face) of v0v1 . . . vn. In addition , if y =
∑n

i=0 λivi we let

χ(y) = {i : λi > 0}

(b) A real-valued function φ on Ã is lower (resp. upper) semicontinuous if the set

{x ∈ Ã : φ(x) ≤ λ} (resp. {x ∈ Ã : φ(x) ≥ λ}) is closed in Ã for each λ ∈ R. If

Q is a convex set in a vector space then a real-valued function φ on Q is said to be

quasiconcave (resp. quasiconvex) if {x ∈ Q : φ(x) > λ} (resp. {x ∈ Q : φ(x) < λ}) is

convex for each λ ∈ R

(c) Let K be a non empty set, and Φ : K → 2K a multifunction, an element x ∈ K is

said to be a fixed point of Φ if x ∈ Φ(x).

(d) Let Q be a convex set in a vector space X, A a non-empty subset of Q and

F : A → 2Q, a multivalued map. The family {F (x) : x ∈ A} is said to be a

KKM covering for Q if

co{x : x ∈ N} ⊆
⋃

x∈N

F (x)

for any finite set N ⊆ A
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2.2. Preliminary results. In the Locally convex spaces, Schauder-Tychonoff fixed

point theorem is the generalization of Schauder fixed point theorem on Banach

spaces[13]. For the case of multifunctions, Kakutani fixed point theorem is the multi-

valued analogue of Schauder fixed point theorem and Kakutani-Fan fixed point theo-

rem is the generalization of Schauder-Tychonoff theorem[1]. The following theorems

due to Knaster, Kuratowski and Mazurkiewicz (KKM) shall be employed.

Theorem 2.6. [1] Let {F0, . . . , Fn} be a family of n+1 closed subsets of an n-simplex

v0v1 . . . vn. Suppose that for each 0 ≤ k ≤ n and 0 ≤ i0 < i1 < · · · < ik ≤ n we have

vi0vi1 . . . vik ⊆ Fi0 ∪ Fi1 ∪ · · · ∪ Fik

Then
n⋂

i=0

Fi 6= ∅

The infinite dimensional version of the KKM theorem, Theorem 2.1, above is:

Theorem 2.7. [1] Let Q be a convex set in Ã, N a non-empty subset of Q, F : N →

2Q a multivalued map and {F (x) : x ∈ N} a KKM covering for Q. If there exists an

a ∈ N with F (a) compact, then
⋂

x∈N

F (x) 6= ∅

The following is a non commutative analogue of the Ky Fan’s minimax theorem,

as established in[1]

Theorem 2.8. Let K 6= ∅, convex and compact subset in Ã and φ a real-valued

function on the product space K ×K satisfying the following conditions;

(2.4) for each fixed x ∈ K,φ(x, ·) is lower semicontinuous on K and

(2.5) for each fixed y ∈ K,φ(·, y) is quasiconcave on K

Then there exists y∗ ∈ K with

φ(x, y∗) ≤ sup
z∈K

φ(z, z) for all x ∈ K

(and therefore miny∈K supx∈K φ(x, y) ≤ supx∈K φ(x, x))

Proof. Let λ = supx∈K φ(x, x). We may assume that λ 6= ∞. For each x ∈ K let

F (x) = {y ∈ K : φ(x, y) ≤ λ}

condition 2.4 guarantees that each F (x) is closed and hence compact in K (note that

K is compact). We claim that {F (x) : x ∈ K} is a KKM covering for K. If the claim

is true then Theorem 2.2 guarantees that
⋂

x∈K F (x) 6= ∅. Take y∗ ∈
⋂

x∈K F (x) and

the proof is concluded.
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To prove the claim . Suppose it is not true. Then there exists {x1, . . . , xn} ⊂ K

and αi > 0 (i = 0, 1, . . . , n) with
∑n

i=0 αi = 1 such that

w =

n∑

i=0

αixi ∈
( n⋃

i=0

F (xi)
)′

This together with the definition of F (x) yields

(2.6) φ(xi,

n∑

i=0

αixi) = φ(xi, w) > λ, for i = 0, 1, . . . , n

Finally (2.4) together with the quasiconcavity of φ(·, w) guarantees that φ(w,w) > λ,

a contradiction.

In the following result, we shall employ the notation: 〈x, g〉 to denote the duality

pairing for each g ∈ Ã′ and x ∈ Ã

Theorem 2.9. Let X : I → Ã, Q a non-empty subset of Ã and Φ : Q → 2Q

be upper semicontinuous with Φ(X(t)) non-empty and bounded for each X(t) ∈

Q. Then for any g ∈ Ã′(dual), the map φg : Q → R, defined by φg(Y (t)) =

supX(t)∈Φ(Y (t))Re〈X(t), g〉 is upper semicontinuous in the sense of real-valued func-

tion.

Proof. Fix y0 ∈ Q. Let ǫ > 0 be given and let

Uǫ = {X(t) ∈ Q :| 〈X(t), g〉 |<
ǫ

2
}

Notice that Uǫ is an open neighbourhood of 0. Since Φ(y0) + Uǫ is an open set

containing Φ(y0), it follows from the upper semicontinuity of Φ at y0 that there exists

a neighbourhood N(y0) of y0 in Q with

Φ(Y (t)) ⊆ Φ(y0) + Uǫ for all Y (t) ∈ N(y0)

Thus for each Y (t) ∈ N(y0) we have that

φg(Y (t)) = sup
X(t)∈Φ(Y (t))

Re〈X(t), g〉 ≤ sup
X(t)∈Φ(y0)+Uǫ

Re〈X(t), g〉

≤ sup
X(t)∈Φ(y0)

Re〈X(t), g〉+ sup
X(t)∈Uǫ

Re〈X(t), g〉

< φg(y0) + ǫ

therefore φg is upper semicontinuous.

The following separation theorem shall be employed in what follows:

Theorem 2.10. [1] Suppose that A and B are disjoint, non-empty, convex sets in Ã.

If in addition A is compact and B is closed, then there exist f :∈ Ã′ and γ ∈ R with

maxRef(A) < γ ≤ inf Ref(B)
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3. MAIN RESULTS

Theorem 3.1. Suppose K 6= ∅, K ⊂ Ã is a convex and compact subset of Ã, such

that the following conditions hold:

(i) X(t) is a stochastic process; X : I → Ã such that X(t) ∈ K, ∀t ∈ I

(ii) The map Φ : K → 2K is upper semicontinuous with respect to a pair η, ξ ∈ D⊗E,

with Φ(X(t)) a non-empty closed and convex subset of K for each X(t) ∈ K. Then

there exists a y(t) ∈ K with y(t) ∈ Φ(y(t)).

Proof. Suppose that the result is not true, that is suppose y(t) 6∈ Φ(y(t)) for such

y(t) ∈ K. Now for each y(t) ∈ K, Theorem 2.4 guarantees that there exists fy(t) ∈ Ã′

with

(3.1) Re〈y(t), fy(t)〉 − sup
X(t)∈Φ(y(t))

Re〈X(t), fy(t)〉 > 0.

For each g ∈ Ã′, let

V (g) = {y(t) ∈ K : Re〈y(t), g〉 − sup
X(t)∈Φ(y(t))

〈X(t), g〉 > 0}

We observe that (3.1) ensures that K =
⋃

g∈ eA′ V (g). In addition Theorem 2.2 im-

plies that V (g) is open in K. The compactness of K guarantees the existence of

g1, g2, . . . , gn ∈ Ã′ with K =
⋃n

i=1 V (gi). Let {λ1, . . . , λn} be a partition of unity on

K subordinate to the covering {V (g1), . . . , V (gn)} (let Vi = V (gi) for i − 1, . . . , n),

that is λ1, . . . , λn are continuous non negative real valued functions on K with λi

vanishing on K \ Vi for each i = 1, . . . , n and
∑n

i=1 λi(X(t)) = 1 for all X(t) ∈ K.

Therefore K is a non-empty,convex and compact subset of Ã. Let φ : K ×K → R

be given by

φ(X(t), y(t)) =

n∑

i=1

λi(y(t))Re〈y(t)−X(t), gi〉

For each X(t) ∈ K φ(X(t), ·) is lower semicontinuous on K and for each y(t) ∈

K, λ ∈ R the set, {X(t) ∈ K : φ(X(t), y(t)) > λ} is convex, then by Ky Fan’s

minimax theorem (Theorem 2.5), there exists y0 ∈ K with

φ(X(t), y0) ≤ 0, for all X(t) ∈ K

that is,

(3.2)
n∑

i=1

λi(y0)Re〈y0 −X(t), gi〉 ≤ 0 for all X(t) ∈ K

Suppose that i ∈ {1, 2, . . . , n} is such that λi(y0) > 0. Then yi ∈ V (gi) (since λi

vanishes on K \ Vi) and consequently,

Re〈y0, gi〉 > sup
X(t)∈Φ(y0)

Re〈X(t), gi〉 ≥ Re〈x0, gi〉
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for all x0 ∈ Φ(y0) (that is, Re〈y0 −x0, gi〉 > 0 for all x0 ∈ Φ(y0)). Thus λi(y0)Re〈y0 −

x0, gi〉 > 0 whenever λi(y0) > 0 (for i = 1, . . . , n) for all x0 ∈ Φ(y0). Since λi(y0) > 0

for at least one i ∈ {1, 2, . . . , n}, it follows that

n∑

i=1

λi(y0)Re〈y0 − x0, gi〉 > 0

for all x0 ∈ Φ(y0). This contradicts (3.2). Therefore the conclusion of the theorem is

true.

Theorem 3.2. Assume that the maps E,F,G,H ∈ L2
loc(I × Ã)mvs and P : I × Ã →

2sesq(D⊗E)2, a sesquilinear form valued map with closed and convex values such that

(a) t 7→ P(t, X(t))(η, ξ) has a measurable selection,

(b) X 7→ P(t, X(t))(η, ξ) is upper semicontinuous,

(c) ρ(P(t, X(t))(η, ξ), {0}) ≤ c(t)(1+ ‖ X ‖ηξ) on I × Ã with c ∈ L1
loc(I),

(d) limτ→0+ αηξ

(
P(It,τ × B)(η, ξ)

)
≤ k(t)αηξ(B) on I, where P(It,τ × B)(η, ξ) =

{P(t, X(t))(η, ξ) : (t, X) ∈ It,τ × B}, It,τ = [t− τ, t+ τ ] ∩ I for B ∈ Bηξ, η, ξ ∈ D⊗E

and k ∈ L1
loc(I). Then the quantum stochastic differential inclusion

d

dt
〈η,X(t)ξ〉 ∈ P(t, X(t))(η, ξ) X(t0) = x0 a.e. on I

has a solution on I.

Proof. If v ∈ Ad(Ã)wac ∩ L2
loc(Ã), by (a), for an arbitrary pair of η, ξ ∈ D⊗E,

P(·, v(·))(η, ξ) has a measurable selection. That is there exists ωηξ(·) ∈ P(·, v(·))(η, ξ),

such that t → ωηξ(t) is measurable. By (c) we find that there exists ψ1(t) and

ψ2(t) = c(t)(1 + ψ1(t)). Now we define K as:

K = {v ∈ Ad(Ã)wac ∩ L
2
loc(Ã) : v(t0) = x0, ‖ v(t) ‖ηξ≤ ψ1(t) and

‖ v(t) − v(s) ‖ηξ≤|

∫ t

s

ψ2(τ)dτ | ∀η, ξ ∈ D⊗E}

Also, since ωηξ(·) ∈ P(·, v(·))(η, ξ), there exists ω : I → Ã such that ωηξ(·) =

〈η, ω(·)ξ〉, for arbitrary η, ξ ∈ D⊗E. Let K̂ ⊂ K be defined as

K̂ = {u ∈ K : there exist v(·) ∈ Ad(Ã)wac ∩ L
2
loc(Ã), ωηξ(·)

= 〈η, ω(·)ξ〉 ∈ P(·, v(·))(η, ξ),

with 〈η, u(t)ξ〉 = 〈η, x0ξ〉 +

∫ t

0

ωηξ(s)ds}(3.3)

and a multivalued map G : K̂ → K̂ defined by

G(v) = {u ∈ Ad(Ã)wac ∩ L
2
loc(Ã) : 〈η, u(t)ξ〉 = 〈η, x0ξ〉 +

∫ t

0

ωηξ(s)ds,

ωηξ(·) = 〈η, ω(·)ξ〉 ∈ P(·, v(·))(η, ξ)∀ηξ ∈ D⊗E}.



QUANTUM STOCHASTIC DIFFERENTIAL INCLUSIONS 131

G maps K̂ into itself, since for any u ∈ G(v); 〈η, u(t)ξ〉 = 〈η, x0ξ〉 +
∫ t

0
ωηξ(s)ds,

u(0) = x0, ‖ u(t) ‖ηξ≤ ψ1(t) and

| 〈η, (u(t) − u(s))ξ〉 | =|

∫ t

0

ωηξ(s)ds−

∫ s

0

ωηξ(s)ds |

=|

∫ t

s

ωηξ(s)ds |

≤|

∫ t

s

c(τ)(1+ | ψ1(τ) |)dτ |

≤|

∫ t

s

ψ2(τ)dτ |

K̂ is bounded and weakly-equicontinuous, since for any v ∈ K̂; v ∈ Ad(Ã)wac∩L2
loc(Ã,

t, s ∈ I, given ǫ > 0, there exists δ > 0 such that ‖ v(t)−v(s) ‖ηξ< ǫ whenever | t−s |<

δ. The weak equicontinuity follows by setting δ = ǫ
λ

where λ = maxτ∈[s,t] | ψ2(τ) |.

Moreover let αηξ,0(·) = αηξ(·) for Ad(Ã)wac ∩ L2
loc(Ã and B(t) = {v(t) : v ∈ B},

then αηξ,0(B) = maxI αηξ(B(t)) for B ⊆⊆ K̂. Let K0 = K̂, K̂n+1 = convG(K̂n) for

n ≥ 0 and K̂∞ =
⋂

n≥0 K̂n. Then
(
K̂n

)
is a decreasing sequence of closed convex sets.

To show that K̂∞ is compact. Let ρηξ,n(t) = αηξ(K̂n(t)) and γηξ,n(t) = αηξ(G(K̂n)(t)).

γηξ,n is absolutely continuous with γηξ,n(0) = 0 and for 0 < t− τ < t ≤ T , we have

γηξ,n(t) − γηξ,n(t− τ) ≤ αηξ

(
{

∫ t

t−τ

ωηξ(s)ds; 〈η, ω(·)ξ〉 ∈ P(·, v(·))(η, ξ), v ∈ K̂n

)
.

Using ∫ t

t−τ

ωηξ(s)ds ∈ τconvP(It,τ ×∪It,τ0
Kn(s))(η, ξ) for τ ≤ τ0,

we obtain
d

dt
γηξ,n(t) ≤ K(t)αηξ(

⋃

It,τ0

K̂n(s))

almost everywhere, from condition (c) and therefore

d

dt
γηξ(t) ≤ K(t)ρn a.e.

by letting τ0 → 0+, since K̂n is equicontinuous. But (convA)(t) = convA(t), then

ρn+1(t) ≤

∫ t

0

K(s)ρn(s)ds

hence ρn(t) → 0 uniformly, since (ρn) is decreasing. Consequently, αηξ,0(K∞) =

maxI αηξ(K∞(t)) = 0 that is K̂∞ is compact with respect to τwac and convex. We

also have K̂∞ 6= ∅, since we may pick vn ∈ K̂n and proceed in the same way to

get vm → v0 for some subsequence, hence v0 ∈ K̂∞. Now, G : K̂∞ → 2
bK∞ \ ∅

and has convex values. If (un) ⊂ G(v) then the corresponding (ωn) has a weakly

convergent subsequence. Hence G(v) is also compact, moreover G |K∞
has closed
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graph, hence G |K∞
is Upper semicontinuous and therefore G has a fixed point in K∞

by Kakutani-Fan fixed point theorem (Theorem 3.1).

Let ϕ ∈ K̂∞ be a fixed point of G. Then ϕ ∈ Ad(Ã)wac ∩ L2
loc(Ã) and

〈η, ϕ(t)ξ〉 = 〈η, x0ξ〉 +

∫ t

0

ωηξ(s)ds

But, ωηξ(·) ∈ P(·, ϕ(·))(η, ξ). Therefore,

d

dt
〈η, ϕ(t)ξ〉 = 〈η, ω(t)ξ〉 ∈ P(t, ϕ(t))(η, ξ)

and ϕ(t0) = x0, a.e. t ∈ I. Hence the fixed point of G is a solution of the problem
d
dt
〈η,X(t)ξ〉 ∈ P(t, X(t))(η, ξ) X(t0) = x0 a.e. on I.
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Abstract. By employing the non-commutative analoque of Leray-Schauder fixed point theorem, Arsela-
Ascoli theorem and Michael selection theorem, we establish the existence of solution of impulsive quantum
stochastic differential inclusions(IQSDI) in the framework of Hudson and Parthasarathy formulation of
quantum stochastic calculus. The result hold in an infinite dimensional locally convex space. Important
properties of these solutions are studied.

Keywords: non-commutative analogue, impulsive quantum stochastic differential inclusion, selections, fixed
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1. Introduction

For well over a century, differential equations have been used in modeling the dynamics of changing
processes. A great deal of the modeling development has been accompanied by a rich theory for
differential equations. The dynamics of many evolving processes are subject to abrupt changes, such
as shocks, harvesting and natural disasters. These phenomena involve short-term perturbations from
continuous and smooth dynamics, whose duration is negligible in comparison with the duration of an
entire evolution. In models involving such perturbations, it is natural to assume these perturbations
act instantaneously or in the form of ”impulses”. As a consequence, classical impulsive differential
equations have found application in modeling impulsive problems in physics, population dynamics,
ecology, biological systems, biotechnology, industrial robotics, pharmacokinetics, optimal control,
and so forth. Again, associated with this development, a classical theory of impulsive differential
equations has been given extensive attention. Much attention has also been devoted to modeling
natural phenomena with differential equations, both ordinary and functional, for which the part
governing the derivative(s) is not known as a single-valued function. Our consideration in this paper
concerns the establishment of a solution of impulsive quantum stochastic differential inclusions in
the framework of Hudson-Phathasarathy formulation of quantum stochastic calculus.

The plan for the rest of the paper is as follows: section 2 contains fundamental structures and
definitions that we use in the sequel. In section 3 we assemble some auxiliary results that are use
in establishing the main result. The main result concerning the existence of solution to impulsive
quantum stochastic differential inclusion is established in section 4.

2. Fundamental structures and definitions

In this section we state some fundamental structures and definition that will be use in the sequel.
Given a multifunction F : Rm → 2R

m

, a single valued map f : Rm → Rn is a selection if f(x) ∈
F (x) ∀x ∈ R.

(i) Upper and Lower Semi continuous Multivalued Maps: Let N ⊆ Ã and I ⊆ R+. For arbitrary
η, ξ ∈ D⊗E, (t, x), (t0, x0) ∈ I × N and real numbers ε, δη,ξ > 0, we define the map dη,ξ :

∗Corresponding author. Email: abimbolalatifat@yahoo.com
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[I ×N ]→ R+ by

dη,ξ((t, x), (t0, x0)) = max{|t− t0|, ‖x− x0‖η,ξ}.

The following shall be employed in what follows. For arbitrary η, ξ ∈ D⊗E

Ã(η, ξ) = {xη,ξ = 〈η, xξ〉, x ∈ Ã}

Bη,ξ,ε(0) = {xη,ξ ∈ Ã(η, ξ) : |xη,ξ| < ε}

Bδη,ξ(t0, x0) = {(t, x) ∈ I ×N : dη,ξ((t, x), (t0, x0)) < δη,ξ}.

(ii) A map φ : I ×N → 2sesq(D⊗E)2 will be said to be upper semi continuous at a point (t0, x0) ∈
I×N , if for each pair η, ξ ∈ D⊗E and ε > 0 there exists δη,ξ = δη,ξ((t0, x0), ε) > 0 such that

φ(t, x)(η, ξ) ⊂ φ(t0, x0)(η, ξ) +Bη,ξ,ε(0)

on Bδη,ξ(t0, x0). The map φ is said to be upper semi continuous if it is upper semi continuous
at every point (t, x) ∈ I ×N . Furthermore, for a sesquilinear formed valued map we define

BP,ε(0) = {ϕ(t, x)(η, ξ) ∈ P(t, x)(η, ξ) : |ϕ(t, x)(η, ξ)| < ε}

(iii) A sesquilinear form valued multifunction P : I × N → 2sesq(D⊗E)2 will be said to be upper
semi continuous at a point (t0, x0) ∈ I × N if for every η, ξ ∈ D⊗E and ε > 0 there exist
δη,ξ = δη,ξ((t0, x0), ε) > 0 such that

P(t, x)(η, ξ) ⊂ P(t0, x0)(η, ξ) +BP,ε(0)

on Bδη,ξ(t0, x0). The map P is said to be upper semi continuous if it is upper semi continuous

at every point (t, x) ∈ I × N . For arbitrary η, ξ ∈ D⊗E, let Φ : I × Ã → 2Ã be a closed

multivalued map. For each pair (t, x), (t
′
, x
′
) ∈ I × Ã we define

dη,ξ((t, x), (t
′
, x
′
)) = max{|t− t′ |, ||x− x′ ||ηξ}

Bη,ξ,δ(t0, xo) = {(t, x) ∈ I × Ã : dη,ξ((t0, x0), (t, x))(η, ξ) < δ} and

Bηξ,ε(Φ(t, x) = {y ∈ Ã : inf
k∈Φ(t,x)

||y − k||η,ξ < ε}.

(iv) A map Φ : I×N → 2sesq(D⊗E)2 will be said to be lower semi continuous at a point (t0, x0) ∈ I×
N , with respect to the seminorm ||.||ηξ if for each pair η, ξ ∈ D⊗E and ε > 0 there exists δη,ξ =
δη,ξ((t0, x0), ε) > 0 such that for each yo ∈ Φ(to, xo), infy∈Φ(t,x) ||y − yo||ηξ < ε, ∀ y ∈
N , almost all t ∈ I and dη,ξ((t, x), (t

′
, x
′
)) < δη,ξ. If Φ is lower semi continuous at every

point (t0, x0) ∈ I × N with respect to the seminorm ||.||ηξ, then it will be said to be lower
semi continuous on I ×N .

(v) A sesquilinear form valued multifunction P : I × N → 2sesq(D⊗E)2 will be said to be lower
semi continuous at a point (t0, x0) ∈ I ×N , with respect to the seminorm ||.||ηξ if for every
η, ξ ∈ D⊗E and ε > 0 there exist δη,ξ = δη,ξ((t0, x0), ε) > 0 such that for each
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yηξ,0 ∈ P(t0, x0)(η, ξ) infyηξ∈P(t,x) |yηξ,0 − yηξ| < ε, ∀ y ∈ N , almost all t ∈
I and dη,ξ((t, x), (t0, x0)) < δη,ξ

(vi) The space Pad(I, Ã)wac = {X : I → Ã : X is adapted and weakly absolutely continu-
ous everywhere except for some tk at which X(t−k ) and X(t+k ), k = 1, 2, ...,m exists and
X(t−k ) = X(t+k )}.

(vii) For each pair η, ξ ∈ D⊗E, we define the space of complex valued numbers associated with

(i) as Pad(I, Ã)wac,ηξ = {〈η,Φ(.)ξ〉 : Φ ∈ Pad(I, Ã)wac}.
(viii) On Pad(I, Ã)wac, we define a seminorm

‖Φ‖p,ηξ = sup{‖Φ(t)‖ηξ, t ∈ I}, (2.0)

and denote by Pwac(Ã) the completion of the locally convex space whose topology is gener-
ated by the seminorm in (2.0).

(ix) Let E,F,G,H ∈ L2
loc(I×Ã)mvs and (t0, x0) be a fixed point of I×Ã. Then a relation of the

form

dX(t) ∈ E(t,X(t))dΛπ(t) + F (t,X(t))dAf (t) +G(t,X(t))dA+
g (t) +H(t, x(t))dt

for almost all t ∈ I\{tk}mk=1,

∆Xt=tk = Jk(X(tk)), t = tk, k = 1, 2, ...,m (2.1)

X(t0) = Φ(t), t ∈ I

or equivalently

d

dt
[〈η,X(t)ξ〉] ∈ P(t,X(t))(η, ξ) almost all t ∈ I\{tk}mk=1,

〈η,∆Xt=tkξ〉 = 〈η, JkX(tk)ξ〉, t = tk, k = 1, 2, ...,m, (2.2)

〈η,X(t0)ξ〉 = 〈η, φ(t)ξ〉, t ∈ I,

where 0 = t0 < t1 < t2 < ..... < tm < tm+1 = T, I = [0, T ], is called impulsive quan-

tum stochastic differential inclusions (IQSDI). Note: The map P : I × Ã → 2sesq(D⊗E)2

is a multivalued sesquilinear form having non empty, compact values. X(t0) ∈ Ã, Jk ∈
C(Ã, Ã), k = 1, 2, ...,m.∆X|t=tk = X(t+k )−X(t−k ), X(t−k ), X(t+k ) represent the left and
the right limit of X(t).

For any process X : I → Ã and any t ∈ I, X(t) represents the history of the state from
previous time up to the present time t , the map Jk characterize the jump of the solutions
at impulse points tk, k = 1, 2, ...,m.

(x) By solution of Impulsive quantum stochastic differential inclusion (2.1) or equivalently (2.2)
we mean a stochastic process Φ : Ã → Ã lying in the space Pwac(Ã)∩wac((tk, tk+1), Ã), 0 ≤
k ≤ m, satisfying

d

dt
[〈η,Φ(t)ξ〉] ∈ P(t,Φ(t))(η, ξ) almost all t ∈ I\[tk]mk=1

and the condition

∆Φ|t=tk = Jk(Φ(t−k )) and Φ(0) = X0.
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The following theorems shall be employ to prove our main result.

3. Theorems

Theorem 3.1 Let U and U denote respectively the open and closed subsets of a convex set K of
Ã such that 0 ∈ U and let N : U → K be a compact and semi continuous map. Then either
(i) The equation x = Nx has a solution in U or
(ii) There exists a point u ∈ δU such that u = λNu for some λ ∈ C such that Reλ ∈ (0, 1) and
Imλ ∈ (0, 1), where δU is a boundary of U.

Theorem 3.2 Let X : I → Ã be a stochastic process that satisfy the following conditions :
(i) For any arbitrary pair η, ξ ∈ D⊗E,
let K ⊂ Ã such that F : K → K is a compact map.
(ii) ‖f(x)‖ηξ ≤ m for each x ∈ X, f ∈ F and m <∞.
(iii) For every ε > 0 (depending on η, ξ) there exist δηξ such that for every x, y ∈ X,

d(x, y)(η, ξ) < δηξ.

Then,

〈η, (f(x)− f(y))ξ〉 < ε ∀ f ∈ F, x, y ∈ X.

Next, we shall establish the a priori estimates on possible solutions of problem (2.1)-(2.2).

Theorem 3.3 Suppose that the following hold for arbitrary pair η, ξ ∈ D⊗E. (i) There exists a
continuous non-decreasing function φ : R+ → R+ and

p ∈ L1(I,R+) such that |P(t, x)(η, ξ)| ≤ p(t)φ(||X||η,ξ)

for a.e t ∈ I and x ∈ Ã (3.3.1)

with ∫ tk

tk−1

p(s)ds <

∫ ∞
Nk−1,η,ξ

du

φ(u)
, k = 1, ...,m+ 1, (3.3.2)

where

N0,η,ξ = ||x0||η,ξ,

Nk−1,η,ξ = sup
||x||η,ξ∈[−Mk−2,Mk−2]

||Jk−1(x)||η,ξ +Mk−2,

Mk−2 = Γ−1
k−1

∫ tk−1

tk−2

p(s)ds, for k = 1, ...,m+ 1, (3.3.3)

and

Γl(z) =

∫ z

Nl−1,η,ξ

du

φ(u)
, z ≥ Nl−1 l ∈ [1, ...,m+ 1]. (3.3.4)
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Then, for each k = 1, ...,m+ 1 there exists a constant Mk−1,η,ξ such that

sup{||X(t)||η,ξ : t ∈ [tk, tk+1]} ≤Mk−1,η,ξ (3.3.5)

for each solution X of the problem (2.1 - 2.2).

Proof. Let X be a possible solution of (2.2). Then X|[0,t1] is a solution to

d

dt
〈η,X(t)ξ〉 ∈ P(t,X(t))(η, ξ) almost all t ∈ [0, t1], X(0) = X0. (3.3.7)

Since

d

dt
|〈η,X(t)ξ〉| ≤ | d

dt
〈η,X(t)ξ〉|, (3.3.8)

we have

d

dt
|〈η,X(t)ξ〉| ≤ p(t)φ(‖X(t)‖ηξ), for a.e t ∈ [0, t1]. (3.3.9)

Let t∗ ∈ [0, t1] such that

sup{‖X(t)‖ηξ : t ∈ [0, t1]} = ‖X(t∗)‖ηξ}, (3.3.10)

then

d

dt
|〈η,X(t)ξ〉|

φ(‖X(t)‖ηξ)
≤ p(t) for a.e t ∈ [0, t1]). (3.3.11)

From inequality (3.3.11), it follows that

∫ t∗

0

d

dt
|〈η,X(s)ξ〉|

φ(‖X(s)‖ηξ)
≤
∫ t∗

0
p(s)ds. (3.3.12)

Using change of variable formula, we get

Γ1(‖X(t∗)‖ηξ) =

∫ ||X(t∗||η,ξ

||X0||η,ξ

du

φ(u)
≤
∫ t∗

0
p(s)ds ≤

∫ t1

0
p(s)ds. (3.3.13)

Given that φ : R+ → R+ and p ∈ L1(I,R+) such that

|P(t,X)(η, ξ)| ≤ p(t)φ(||X||η,ξ),

we obtain that

‖X(t∗)‖ηξ ≤ Γ−1
1

(∫ t1

0
p(s)ds

)
Hence,

‖X(t∗)‖ηξ = sup{[‖X(t)‖ηξ : t ∈ [0, t1]} ≤ Γ−1
1

(∫ t1

0
p(s)ds

)
:= M0.
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Now X|[t1,t2] is a solution to

d

dt
〈η,X(t)ξ〉 ∈ P(t,X(t))(η, ξ) almost all t ∈ [t1, t2]

∆X|t=t1 = Jk(X(t1)). (3.3.14)

Then

d

dt
|〈η,X(t)ξ〉| ≤ p(t)φ(||X(t)||η,ξ) almost all t ∈ [t1, t2]. (3.3.16)

Let t∗ ∈ [t1, t2] such that

sup{‖X(t)‖ηξ : t ∈ [t1, t2]} = ‖X(t∗)‖ηξ. (3.3.17)

Then

d

dt
|〈η,X(t)ξ〉|

φ(‖X(t)‖ηξ
≤ p(t). (3.3.18)

From this inequality, it follows that

∫ t∗

t1

d

dt
|〈η,X(s)ξ〉|

(|X(s)|
ds ≤

∫ t∗

t1

p(s)ds. (3.3.19)

Proceeding as above we obtain

Γ2|X(t∗)| =
∫ |X(t∗)|

N1

du

φ(u)
≤
∫ t∗

t1

p(s)ds ≤
∫ t2

t1

p(s)ds. (3.3.20)

This yields

|X(t∗)| = sup{|X(t)| : t ∈ [t1, t2]} ≤ Γ−1
2

(∫ t2

t1

p(s)ds

)
:= M1. (3.3.21)

Continuing this process and taken into account that X|[tm,T ] is a solution to the problem,

d

dt
〈η,X(t)ξ〉 ∈ P(t,X(t))(η, ξ) almost all t ∈ [tm, T ]

∆X|t=tm = Jk(X(tm)), (3.3.22)

then there exist a constant Mm such that

sup{‖X(t)‖ηξ : t ∈ [tm, T ]} ≤ Γ−1
m+1

(∫ T

tm

p(s)ds

)
:= Mm. (3.3.23)
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Consequently for each X to (2.2), we have

‖X‖η,ξ ≤ max{‖X0‖ηξ,Mk−1 : k = 1, ...,m+ 1}. (3.3.24)

�

Theorem 3.4 Assume that the map P : (I × Ã)→ 2sesq(D⊗E)2 satisfies the following conditions :
(i) for each pair η, ξ ∈ D⊗E,P(t, x)(η, ξ) is closed and convex in C.
(ii) The map (t, x)→ P(t, x)(η, ξ) is lower semi continuous on (I × Ã),
then there exists a continuous map f : (I × Ã)→ sesq(D⊗ E)2

which is a selection of P(t, x)(η, ξ).

4. Main result

The following theorem furnish our main result.

Theorem 4.1 Suppose that the following hypothesis are satisfied
(i) The map P : I×Ã → 2sesq(D⊗E)2 is such that for each pair η, ξ ∈ D⊗E, (t, x) ∈ I×Ã,P(t, x)(η, ξ)
is closed and convex in C, the space of complex numbers.
(ii) The map (t, x)→ P(t, x)(η, ξ) is lower semi continuous and measurable on (I × Ã).
(iii) For every r > 0, there exists function hηξ,r : I → R lying in L

′
(I,R+), such that |P(t, x)(η, ξ)| =

sup{|vηξ| : vηξ ∈ P(t, x)(η, ξ)} ≤ hηξ,r, for a.e t ∈ I and x ∈ Ã with ||x||ηξ ≤ r.
Then the impulsive problem (2.1) -( 2.2) has a solution.

Proof. Let

f : Pwac(Ã)→ L′loc(Ã)

such that

f(x) ∈ F(x) ∀ y ∈ Pwac(Ã).

Consider the single valued problem

d

dt
〈η,X(t)ξ〉 = F (X(t))(η, ξ) t ∈ I, t 6= tk, k = 1, 2, ...m

∆X|t=tk = Jk(X(t−k ))ξ t = tk, k = 1, 2, ...,m

X(0) = X0.


(4.1)

Let

N(X)(t)(η, ξ) = ‖N(X)(t)‖ηξ = |〈η,N(X)(t)ξ〉| = 〈η, x0ξ〉+

∫ t

0
|〈η, (E(t,X(t))dΛπ(t)+

F (t,X(t))dAf (t) +G(t,X(t))dA+
g (t) +H(t,X(t))dt)ξ〉|+

∑
0<tk<t

〈η, Jk(X(t−k ))ξ〉,

where

(E(t,X(t))dΛπ(t) + F (t,X(t))dAf (t) +G(t,X(t))dA+
g (t) +H(t,X(t))dt ≡ P(t,X(t))(η, ξ).
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We now transform problem (4.1) into a fixed point problem by considering the operators

Nηξ(X)(t) = x0 +

∫ t

0
f(X(s))(η, ξ) +

∑
0<tk<t

〈η, Jk(X(t−k ))ξ〉. (4.2)

We show that Nηξ is compact for each pair η, ξ ∈ D⊗E. That is

N(X)(t) = x0 +
∑∫ t0

t
E(t,X(t))dΛπ(t) + F (t,X(t))dAf (t)+

G(t,X(t))dA+
g (t) +H(t,X(t))dt+

∑
0<tk<t

Jk(X(t−k ))

N : Pwac(Ã)→ Pwac(Ã).

Step 1 : N is continuous. Let {Xn} be a sequence such that Xn → X ∈ Pwac(Ã).

‖N(Xn(t))−N(X(t))‖η,ξ ≤
∫ t

0
|P(s,Xn(s))(η, ξ)− P(s,X(s))(η, ξ)|ds

+
∑

0<tk<t

||Jk(Xn(t−k ))− Jk(X(t−k ))||η,ξ

≤
∫ T

0
|P(s,Xn(s))(η, ξ)− P(s,X(s))(η, ξ)|ds

+
∑

0<tk<t
||Jk(Xn(t−k ))− Jk(X(t−k ))||η,ξ. (4.3)

Since P and JK , k = 1, 2, ....,m are continuous, then

‖N(Xn)−N(X))||η,ξ ≤ ‖P(t,Xn(s))(η, ξ)− P(t,X(s))(η, ξ)‖η,ξ

+
∑

0<tk<t
|Jk(Xn(t−k ))− Jk(X(t−k ))| → 0 (4.5)

as n→∞ which implies that N is continuous.

Step 2 : N maps bounded set into bounded sets in Pwac(Ã). Let X ∈ Bq = [x ∈ Pwac(Ã) :
||x||η,ξ ≤ q] for arbitrary η, ξ ∈ D⊗E we have that

‖N(X)‖η,ξ ≤ q,

since Jk, k = 1, ...,m are continuous from assumption (iii), we have

‖N(X(t))‖η,ξ ≤ ‖X0‖ηξ +

∫ t

0
|P(t,X(s))(η, ξ)|ds+

∑
0<tk<t

||Jk(X(t−k ))||η,ξ

≤ ‖X0‖ηξ + ||hq||L′ +
∑m

k=1 ||Jk(x(t−k )||η,ξ := l. (4.6)

Step 3 : N maps bounded set into equicontinuous sets of Pwac(Ã). Let r1, r2,∈ I and let Bq = [X ∈
Pwac(Ã) : ||X||η,ξ ≤ q] be a bounded set of Pwac(Ã). Then

‖N(X)(r2)−N(X)(r1)‖η,ξ ≤
∫ r2

r1

|hq(s))|ds+
∑

0<tk<r2−r1

||Jk(x(t−k )||η,ξ. (4.7)
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As r2 → r1, the right hand side of the above inequality tends to zero. This established the equicon-
tinuity of the case where t 6= ti, i = 1, 2, ....,m. To examine equicontinuity at t = ti we have

‖N(X)(r2)−N(X)(r1)‖η,ξ ≤ |P(r2, Xn(s))(η, ξ)− P(r1, X(s))(η, ξ)|ds∑
0<tk<t

‖Jk(Xn(t−k ))− Jk(X(t−k ))‖η,ξ‖X0‖η,ξ

+

∫ r2

r1

|P(r2 − s,X(s))(η, ξ)− P(r1 − s,X(s))(η, ξ)|ds

+
∑

0<tk<t

‖Jk(Xn(t−k ))− Jk(X(t−k ))‖η,ξ(B(X(s))|ds

+

∫ r2

r1

|P(r2 − s,X(s))(η, ξ)|(B(x(s))|ds

+

∫ r1

0
|P(r2 − s,X(s))(η, ξ)− P(r1 − s,X(s))(η, ξ)|φq(s)ds

+

∫ r2

r1

|P(r2 − s,X(s))(η, ξ)|

+
∑

r1<0<r2

Jk|P(r2 − tk, X(s))− P(r1 − tk, X(s))|. (4.8)

The right hand side of (4.8) tends to zero as r2 − r1 → 0. To show equicontinuity at the left limit
t = t−k fix δ1 > 0 such that [tk : k 6= i] ∩ [ti − δ1, ti + δ1] = ∅. For 0 < h < δ1, we have

|N(X)(ti)−N(X)(ti − h)| ≤ |P((ti, X(s))(η, ξ)− P((ti − h,X(s))(η, ξ)|||X0||η,ξ

+

∫ ti−h

0
|P(ti − s,X(s))(η, ξ)− P(ti − h− s,X(s))(η, ξ)|(B(X(s))|ds

+

∫ ti

ti−h
|P(ti − h,X(s))(η, ξ)|(B(x(s))|ds

+

∫ ti−h

0
|P(ti − s,X(s))− P(ti − h− s,X(s))|(B(X(s))|ds

+

∫ ti

ti−h
|P(t− i− s,X(s))(η, ξ)|(B(X(s))|ds

+

∫ ti−h

0
|[P(t− i− h− s,X(s))− P(ti − s,X(s))]φq(s)|ds

+

∫ ti−h

0
|[P(ti − h− s,X(s))]φq(s)|ds

+

l−1∑
k=1

[P(ti − h− tk, X(s))− P(ti − tks,X(s))]Jk(X(t−k )).

To show equicontinuity at the right limit t = t+k , fix δ2 > 0 such that [tk : k 6= i]∩ [ti−δ2, ti+δ2] = ∅.
For 0 < h < δ2, we have

|N(x)(ti + h)−N(x)(ti)| ≤ |[P(ti + h,X(s))− P(ti, X(s))||X0||η,ξ +
∫ ti

0 |P(ti + h− s,X(s))−
P(ti − s,X(s))|(B(X(s))|ds+

∫ ti+h
ti

|P(ti − h,X(s))|(B(X(s))|ds+
∫ ti

0 |P(ti + h− s,X(s))

−P(ti − s,X(s))|φq(s)ds|+
∫ ti+h
ti

|P(ti − h,X(s))(φq(s)|ds+
∑

0<tk<ti
[P(ti − h− tk)−

P(ti − tk, X(s))] +
∑

ti<tk<ti+1
|P(ti − h− tk, X(s))Jk(X(t+k ))|. (4.9)
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The right hand tends to zero as h→ 0. Set

U = [X ∈ Pwac(Ã) : ‖x‖Pwac ≤ max[X0,Mk−1 : k = 1, ....,m+ 1].

As a consequence of steps 1,2 and 3, we can conclude that

N : U → Pwac(Ã)

is compact. From the choice of U there is no y ∈ δU such that x = λNx for any λ ∈ C such that
Reλ ∈ (0, 1) and Imλ ∈ (0, 1) As a result , we deduce that N has a fixed point x ∈ U which is a
solution to problem (2.1 - 1.2). �
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Abstract 

The existence of continuous selection for a lower semicontinuous 
multifunction reduces problems of existence of solutions in differential 
inclusion involving such multifunction into a corresponding 
differential equation. In this paper, an extension of Michael selection 
theorem to a non-commutative setting is established. The result is then 
applied in the establishment of the existence of solutions of quantum 
stochastic evolution inclusion. The quantum stochastic evolution 
inclusion has its coefficients to be operator-valued stochastic processes 
which are hypermaximal monotone and lower semicontinuous 
multifunctions. 
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1. Introduction 

This paper is concerned with the establishment of the existence                   
of continuous selections for a non-commutative multivalued stochastic 
process in the problem of existence of solutions of differential inclusions. 
The problem concerned can be reduced to an ordinary differential equation 
such that its right hand side consists of a selection of the multifunction. The 
celebrated Michael selection theorem established the existence of a 
continuous selection. Each selection strategy depends on the topological 
property of the domain of definition of the multifunction and the regularity 
property of the multifunction itself [1, 9]. 

In [5], the existence of solutions of hypermaximal monotone quantum 
stochastic differential inclusions was established via the unique adapted limit 
of the Yosida approximations of the multifunction. The result was later 
generalized to non-linear quantum stochastic evolution inclusions 

( ) ( )( ) ( ) ( ) ,,,,, ξη+ξη−∈ξη tptXttXdt
d P  

( ) ξη=ξη 0,0, xX  for almost all [ ]Tt ,0∈  

in [6], where P  is a hypermaximal monotone multifunction and p is 
continuous. In this work, we established the existence of a solution for a 
more general case 

( ) ( )( ) ( ) ( )( ) ( ),,,,,, ξηΦ+ξη−∈ξη tXttXttXdt
d P  

( ) ξη=ξη 0,0, xX  for almost all [ ],,0 Tt ∈  

where Φ is a lower semicontinuous multivalued stochastic process. It is 
worthy of note that the stochastic differential inclusion is driven by operator-
valued stochastic processes which are annihilation, creation and gauge 
processes arising from quantum field operator as in Hudson and 
Parthasarathy formulation of quantum stochastic calculus [8]. The existence 
of the continuous selection in this work is guaranteed by the pseudometric 
property of the domain which implies its paracompactness. The remaining 
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sections are arranged as follows: in Section 2, notation and definitions are 
stated while Section 3 is meant for the main results. 

2. Preliminaries 

In this section, we shall introduce the notation and definitions on 
quantum stochastic differential inclusions as applicable in subsequent 
sections. 

2.1. Notation and Definitions 

Let D  be some pre-Hilbert space whose completion is ;R  γ be a fixed 

Hilbert and ( )+γ R2L  be the space of square integrable γ-valued maps on .+R  

The inner product of the Hilbert space ( ( ))+γΓ⊗ R2LR  will be denoted 

by ⋅⋅,  and ⋅  the norm induced by ., ⋅⋅  

Let E  be a linear space generated by the exponential vectors in Fock 

space ( ( )).2
+γΓ RL  We define the locally convex space A  of non-commutative 

stochastic processes whose topology wτ  is generated by the family of 

seminorms { }.,,,, ED ⊗∈ξη∈ξη=ηξ Axxx  The completion of 

( )wτ,A  is denoted by .
~
A  The underlying elements of A

~
 consist of linear 

maps from ED ⊗  into ( ( ))+γΓ⊗ R2LR  having domains of their adjoints 

containing .ED ⊗  For a fixed Hilbert space γ, the spaces ( ),~
Ap

locL  

( )+
∞
γ RlocL ,  and ( )A~×ILp

loc  are adopted as in [4]. 

For a topological space ,N  let ( )Nclos  be the collection of all non-

empty closed subsets of ;N  we shall employ the Hausdorff topology on 

( )A~clos  as defined in [4]. Moreover, for ( )CclosBA ∈,  and ,C∈x  a 

complex number, we define the Hausdorff distance, ( )BA,ρ  as 

( ) ( ) ( )BxBAyxBx
AxBy

,sup,,inf, dd
∈∈

≡δ−≡  
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and 

( ) ( ) ( )( ).,,,max, ABBABA δδ≡ρ  

Then ρ is a metric on ( )Cclos  and induces a metric topology on the space. 

By a multivalued stochastic process indexed by [ ] ,,0 +⊆= RTI  we 

mean a multifunction on I with values in ( ).~
Aclos  

If Φ is a multivalued stochastic process indexed by ,+⊆ RI  then a 

selection of Φ is a stochastic process A
~

: →IX  with the property that 
( ) ( )ttX Φ∈  for almost all .It ∈  

A multivalued stochastic process Φ will be called 

(i) adapted if ( ) tt A
~

⊆Φ  for each ;+∈ Rt  (ii) measurable if 6t  

( )( )txd Φηξ ,  is measurable for arbitrary ,
~
A∈x  ;, ED ⊗∈ξη  (iii) locally 

absolutely p-integrable if ( ) ,ηξΦ tt 6  ,+∈ Rt  lies in ( )A~p
locL  for 

arbitrary ., ED ⊗∈ξη  

The set of all absolutely p-integrable multivalued stochastic processes 

will be denoted by ( )mvs
p
locL A

~
 and for ( ),,0 ∞∈p  ( )mvs

p
loc IL A

~
×  is the 

set of maps ( )AA
~~

: closI →×Φ  such that ( )( ),, tXtt Φ6  It ∈  lies in 

( )mvs
p
locL A

~
 for every ( ).~

Ap
locLX ∈  

Consider multivalued stochastic processes ( )mvs
p
loc ILHGFE A

~
,,, ×∈  

and ( )0,0 x  be a fixed point in [ ] .
~

,0 A×T  Then, a relation of the form 

( ) ( ( )( ) ( ) ( )( ) ( )∫ +Λ+∈ π
t

f sdAsXsFsdsXsExtX
00 ,,  

( )( ) ( ) ( )( ) [ ])TtdssXsHsdAsXsG g ,0,,, ∈++ +  

will be called a stochastic integral inclusion with coefficients E, F, G and H. 
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The stochastic differential inclusion corresponding to the integral 
inclusion above is 

( ) ( )( ) ( ) ( )( ) ( )tdAtXtFtdtXtEtdX f,, +Λ∈ π  

( )( ) ( ) ( )( ) ,,, dttXtHtdAtXtG g ++ +  

( ) 00 xX =  for almost all [ ].,0 Tt ∈  (2.1) 

Let [ ] ( )22
~

,0: EDP ⊗→× sesqT A  be sesquilinear form valued stochastic 

process defined in [4] in terms of E, F, G, H by using the matrix elements in 
Hudson and Parthasarathy quantum stochastic calculus [8], it was established 
that problem (2.1) is equivalent to 

( ) ( )( ) ( ),,,, ξη∈ξη tXttXdt
d P  

( ) ξη=ξη 0,0, xX  for almost all [ ].,0 Tt ∈  (2.2) 

In what follows, if U is a topological space, we denote by ( ),Uclos  the 

collection of all non-empty closed subsets of U. 

As explained in [4], the map P  cannot in general be written in the form: 

( ) ( ) ( )ξη=ξη xtxt ,,~,, PP  

for some complex-valued multifunction P~  defined on C×I  for ,It ∈  

,
~
A∈x  ., ED ⊗∈ξη  

2.2. Lower semicontinuous and hypermaximal monotone multifunctions 

Let .
~
A⊂S  Then a multivalued stochastic process A

~
2: →Φ S  is said 

to be lower semicontinuous (l.s.c.) if for every closed subset C of ,
~
A  the set 

( ){ }CsSs ⊂Φ∈ :  is closed in S. 

For an arbitrary ,, ED ⊗∈ξη  a sesquilinear form valued map →Ψ S:  

( )22 ED⊗sesq  will be said to be lower semicontinuous if for every closed 
subset C of C  the set ( ) ( ){ }CsSs ⊂ξηΨ∈ ,:  is closed in S. 
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The following proposition is an obvious implication of the definitions 
above. 

Proposition 2.1. Assume that the following holds: 

 (i) The coefficients E, F, G, H belong to the space ( ) .
~2

mvsloc IL A×  

(ii) E, F, G, H are lower semicontinuous on .
~
A×I  

Then, the map ( ) ( ) ( )ξη→ ,,, xtxt P  is lower semicontinuous on .
~
A×I  

Hence we shall be considering the sesquilinear form in the sequel. 

Suppose ( )22
~

: ED⊗→ sesqP A  is a multifunction; the domain of P; 

( ) { ( )( ) };,:
~

∅≠ξη∈= xPxPD A  range of P; ( ) ( )( )∪ A
~ ;,∈ ξη= x xPPrange  

graph of P; ( ) {( ) ( ) ( )}.,:
~

, ξη∈×∈= xPyyxPgraph CA  

We shall adopt the definition of hypermaximal monotone multifunction 

for regular multifunction ( )0
~
AReg  in [5]. 

(Monotone multifunctions) 

A sesquilinear form valued map P  is said to be 

  (i) Monotone if 

( ( ) ( ) ( ) ( ) ) 0,,Re 2, ≥Φξ⊗η− ξη yxba  

and ( ) ,1, ⊗∈ βα xPa  ( ) ,1, ⊗∈ βα yPb  ( ),, PDyx ∈  and ,, ED ⊗∈ξη  

with ( ),α⊗=η eu  ( ),β⊗=ξ ev  ( ),, , +
∞
γ∈βα RlocL  ., D∈vu  

 (ii) Maximal monotone if the graph of P  is not properly contained in the 

graph of any other monotone member of ( ) .
~

0AReg  

(iii) Hypermaximal monotone if P  is maximal monotone and 

(a) the range of the map 

( ) ( ) ( ) ( )+
∞
γαβ ∈βα∈⊗+⊗ RP locA LDxxPxidx ,~ ,,,116  
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is all of 1
~
⊗A  and 

(b) ( ( ) ) ,1 1~ −
αβ ⊗+⋅ Pid A  ( )+

∞
γ∈βα RlocL ,,  is a continuous single-

valued map from 1
~
⊗A  to ( ).PD  ( )⋅Aid ~  is the identity map on .

~
A  

P  generates a strongly continuous semigroup of contractions ( ){ }0: ≥ttS  

on ( ).PD  

Then, for all ( )PDyx ∈,  and ,0, ≥st  the following conditions are 

satisfied: 

  (i) ( ) ( ) ( ) ,xsStSxstS =+  (ii) ( ) ,0 xxS =  (iii) ( ) xS ττ6  is continuous, 

(iv) ( ) ( ) ηξηξ −≤− yxytSxtS  for arbitrary ., ED ⊗∈ξη  (2.3) 

In [5], it was established that if E, F, G and H are hypermaximal 
monotone, then P  is hypermaximal monotone. Let 0>s  be fixed. Consider 
the initial value stochastic differential inclusion 

( ) ( ( )( ) ( ) ( )( ) ( )tdAtXtFtdtXtEtdX f,, +Λ−∈ π  

 ( )( ) ( ) ( )( ) ) ( )dttpdttXtHtdAtXtG g +++ + ,,  

for almost all ( ],, Tst ∈  

( ) sxsX =  for some A
~

∈sx  (2.4) 

which is equivalent to the differential inclusion 

( ) ( )( ) ( ) ( ) ,,,,, ξη+ξη−∈ξη tptXttXdt
d P  

( ) ξη=ξη sxsX ,,  for almost all ( ],, Tst ∈  (2.5) 

,, ED ⊗∈ξη  with ( ),α⊗=η eu  ( ),β⊗=ξ ev  ( ),, , +
∞
γ∈βα RlocL  vu,  

.D∈  
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In Ekhaguere [5], the case corresponding to 0≡p  was considered and it 

was shown that problem (2.5) has a unique adapted solution. This same 
condition applies also to any non-zero ([ ] )ED ⊗∈ ,, TsCp  which was 

considered in Ekhaguere [6]. 

Suppose that problem (2.5) has a unique adapted solution ϕ. We may 
interpret (2.5) as describing a system whose state at time s is ( ) ,sxs =ϕ  

while ( )tϕ  is the state of the system at some later time .st ≥  We say that the 

system has evolved from the state ( )sϕ  to the state ( ),tϕ  .st ≥  This 

transition may be described by means of transformation ( )stU ,  which 

moves ( )sϕ  to ( )tϕ  thus: 

( ) ( ) ( ) .,, sttsstU ≥ϕ=ϕ  

A map U from the set {( ) }Ttsst ≤≤≤∈ + 0:, 2R  to the set of all operators 

on A
~

 is called an evolution operator if it satisfies 

 (i) ( ) ( ) ( );, ssssU ϕ=ϕ  

(ii) ( ) ( ) ( ) ( ) ( )sstUssrUrtU ϕ=ϕ ,,,  for .trs ≤≤  

It was shown in Ekhaguere [6], that by uniqueness of the solution of 
problem (2.5), these conditions, called evolution conditions, are satisfied. 

Moreover, the contraction condition 

( ) ( ) ( ],,0,,, 0000 TsyxystUxstU ∈∀−≤− ηξηξ  

ED ⊗∈ξη≤≤∀∈ ,,,
~

, 00 Ttsyx A  

was shown to be satisfied. 

The family of multifunctions ( ) [ ]{ }Ttt ,0;, ∈⋅P  is called the generator 

of the evolution operator, ( ) ( )( ) { ( ) ( ) }.,,:~,,, ∅≠ξη∈=⋅⋅⋅ xtAxtDU PP  
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Consider the initial value problem 

( ) ( )( ) ( ) ( ) ,,,,, ξη+ξη−∈ξη tptXttXdt
d P  

( ) ξη=ξη 0,0, xX  for almost all [ ].,0 Tt ∈  (2.6) 

By a solution of (2.6), we mean a unique adapted solution ϕ such that 

( ) ( )( ) ( ) ( ) .,,,, ξη+ξηϕ−∈ξϕη tptttdt
d P  

Given a multifunction [ ] ( )( ) ( )22,,0: EDP ⊗→⋅×Φ sesqtDT  and ∈0x  

( )( ),, ⋅tD P  we consider the initial value problem 

( ) ( )( ) ( ) ( )( ) ( ),,,,,, ξηΦ+ξη−∈ξη tXttXttXdt
d P  

( ) ξη=ξη 0,0, xX  for almost all [ ].,0 Tt ∈  (2.7) 

By a solution of the problem (2.7), we mean an adapted weakly absolutely 

continuous function [ ] ( )( )⋅→ϕ ,,0: tDT P  with the property that there 

exists ([ ] ( ))ED ⊗∈ sesqTCp ,,0  such that 

( ) ( )( ) ( )ξηϕΦ∈ξη ,,, tttp  for an arbitrary ,, ED ⊗∈ξη  a.e. [ ]Tt ,0∈  

and ϕ is a solution of problem (2.6). 

3. Main Results 

Proposition 3.1. Assume that the following holds: 

  (i) For arbitrary ,, ED ⊗∈ξη  the map ( ) ( ) ( )ξη→ ,,, xtGxt  is 

lower semicontinuous with respect to a seminorm ;ηξ⋅  

 (ii) ( )ED ⊗→× sesqIg A
~

:  is continuous, and 

(iii) +→ε RA
~

:  is lower semicontinuous. 
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Then the map ( ) ( ) ( )ξηΦ→ ,,, xtxt  defined by 

( ) ( ) ( ) ( ) ( )( ) ( ) ( )∩ ξηξη=ξηΦ ε ,,,,,, xtGxtgBxt x  

is lower semicontinuous with respect to the seminorm ηξ⋅  on its domain. 

Proof. Fix ( )∗∗ xt ,  in ( ) ( )ξηΦ∈Φ ∗∗∗
ηξ ,,,Dom xty  and .0>ω  For 

some ,0>σ  ( ) ( ) ( ) .,, σ−ε=ξη− ∗∗∗∗
ηξ xxtgy  

There exists 1δ  such that to any ( ) A
~

, ×∈ Ixt  with (( ) ( ))∗∗
ηξ xtxtd ,,,  

,1δ<  we can associate ( ) ( )ξη,, xty  in ( ) ( )ξη,, xtG  so that 

( ) ⎭⎬
⎫

⎩⎨
⎧ σω<− ∗

ηξηξ 3,min,, yy xt  

and 2δ  such that 

(( ) ( )) 2,,, δ<∗∗
ηξ xtxtd  

implies 

( ) ( ) 3
σ−ε>ε ∗xx  

and 3δ  such that 

(( ) ( )) 3,,, δ<∗∗
ηξ xtxtd  

implies ( ) ( ) ( ) ( ) .3,,,, σ<ξη−ξη∗∗ xtgxtg  

Then when (( ) ( )) { },,,min,,, 321 δδδ<∗∗
ηξ xtxtd  

 ( ) ( ) ( ) ( )ξη−ξη ,,,, xtgxty  

( ) ( ) ( ) ( )ξη−+−ξη≤ ∗∗∗
ηξ

∗
ηξ ,,,, xtgyyxty  

( ) ( ) ( ) ( )ξη−ξη+ ∗∗ ,,,, xtgxtg  
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( ) 33
σ+σ−ε+σ< ∗x  

( ) ( ),3 xx ε<σ−ε= ∗  

that is, ( ) ( ) ( ) ( )ξηΦ∈ξη ,,,, xtxty  and 

( ) ( ) ( ) ( ) .,,,, ω<ξη−ξη∗ xtyxty  

Proposition 3.2. For an arbitrary ,, ED ⊗∈ξη  suppose a map 

( ) ( ) ( )ξηΦ→ ,,, xtxt  is convex and lower semicontinuous. 

Then, for every ,0>ε  there exists a (jointly) continuous map, 

( )2~
: ED ⊗→×ϕ sesqI A  

such that for ( ) ( ) ( ) ( ) ( )( ) .,,,,,,
~

, ε≤ξηζτΦξηζτϕ×∈ζτ dI A  

Proof. For every ( ) ,
~

, A×∈ Ixt  let ( ) ( ) ( )ξηΦ∈ ,,, xty xt  and let 

( ) 0, >δ xt  be such that ( ( ) ) ( ) ( ) ∅≠ξη′′Φ+ ε ,,, xtBy xt ∩  for ( ) ∈′′ xt ,  

( ) ( ).,
,, xtB
xtδηξ  

Since A
~

×I  is paracompact, there exists a locally finite refinement 

{ ( )}( ) AU
~

,, ×∈ Ixtxt  of { ( ) ( )}( )., ,, , xtxtB xtδηξ  

Let { ( )( ) ( )}( )xtxt ,, ,, ξη⋅⋅π  be a partition of unity subordinate to it. 

The mapping ( )ED ⊗→×ϕ sesqI A
~

:  given by 

( ) ( ) ( )( ) ( )( )∑ ξηζτπ=ξηζτϕ ,,,, ,, xtxt y  

is continuous since it is a locally finite sum of continuous functions. 

Fix ( )., ζτ  Whenever 

( )( ) ( ) ,0,,, >ξηζτπ xt  ( ) ( ) ( ) ( ),,,
,,, xtB
xtxt δηξ⊂∈ζτ U  

hence ( ) ( ) ( ) .,,, ε+ξηζτΦ∈ By xt  
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Since this latter set is convex, any convex combination of such ( )xty , ’s 

in particular, ( )ζτϕ ,  belongs to it. 

( ) ( ) ( ) ( ) ε+ξηζτΦ∈ξηζτϕ B,,,,  implies for any ,, ED ⊗∈ξη  we 

have ( ) ( ) ( ) ( )( ) .,,,,, ε≤ξηζτΦξηζτϕd  

The following theorem is a non-commutative generalization of Michael 
selection theorems [9], Theorem 1.11.1 [1]. 

Theorem 3.1. Suppose that ( )22
~

: ED⊗→×Ψ sesqI A  is a multivalued 
stochastic process such that for arbitrary elements ,, ED ⊗∈ξη  

 (i) ( ) ( ) ( )ξηΨ→ ,,, xtxt  is lower semicontinuous with respect to a 

seminorm ;ηξ⋅  

(ii) Ψ is closed and convex valued. 

Then there exists ( ) ,
~

: 2ED ⊗→×ψ sesqI A  a continuous selection from 

Ψ. 

Proof. The proof shall be in steps: 

We claim that we can define a sequence { }nψ  of continuous mappings 

from A
~

×I  into ( )ED ⊗sesq  with the following properties: 

 (i) for each ( ) ,
~

, A×∈γτ I  ,, ED ⊗∈ξη  

( ( ) ( ) ( ) ( )) ...;,2,1,
2
1,,,,, =≤ξηγτΨξηγτψ nd nn  

(ii) for each ( ) ,
~

, A×∈γτ I  ,, ED ⊗∈ξη  

( ) ( ) ( ) ( ) ....,2,
2

1,,,, 21 =≤ξηγτψ−ξηγτψ
−− nnnn  

For ,1=n  it is enough to take in Proposition 3.1 above Ψ=Φ  and 

.2
1=ε  
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Assume we have defined mappings nψ  satisfying (i) up to .ν=n  We 

shall define 1+νψ  satisfying (i) and (ii) as follows. 

Consider the set 

( ) ( ) ( ( ) ( ) ) ( ) ( )∩ .,,,,,,
2
1 ξηγτΨ+ξηγτψ=ξηγτΦ
ν

ν B  

By (i), it is not empty, and it is a convex set. The map ( ) →γτ,  

( ) ( )ξηγτΦ ,,  is lower semicontinuous, by Propositions 3.1 and 3.2, there 

exists a continuous ϕ such that ( ) ( ) ( ) ( )( ) .
2

1,,,,, 1+ν≤ξηΦξηϕ xtxtd  

Set 

( ) ( ) ( ) ( ).,,,,1 ξηγτϕ=ξηγτψ +ν  

Hence ( ( ) ( ) ( ) ( )) 11
2

1,,,,,
+ν+ν ≤ξηγτΨξηγτψd  proving (i). Also, 

( ) ( ) ( ) ( )
12

11 ,,,,
+ν

+ξηγτΦ∈ξηγτψ +ν B  

 ( ) ( ) ,
2

1
2
1,, 1 B⎟

⎠
⎞

⎜
⎝
⎛ ++ξηγτψ⊂

+ννν  

that is; 

( ) ( ) ( ) ( ) 11
2

1,,,,
−νν+ν ≤ξηγτψ−ξηγτψ  

proving (ii). 

Since the series ∑ n2
1  converges, ( ) ( ){ }ξη⋅ψ ,n  is a Cauchy sequence, 

uniformly converging to a continuous map ( ) ( )., ξη⋅ψ  

Since the values of Ψ are closed, by (i) above, ψ is a selection of Ψ. 

Corollary 3.1. Suppose the following holds: 
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 (i) The map [ ] ( )22
~

,0: EDP ⊗→× sesqT A  is a hypermaximal monotone 

multifunction. 

(ii) [ ] ( )( ) ( )22,,0: EDP ⊗→⋅×Φ sesqtDT  is a lower semicontinuous 

multifunction with closed non-empty convex values. 

Then there exists a solution for a non-linear evolution inclusion 

( ) ( )( ) ( ) ( )( ) ( ),,,,,, ξηΦ+ξη−∈ξη tXttXttXdt
d P  

( ) .,0, 0ξη=ξη xX  (3.1) 

Proof. Since Φ satisfies the hypotheses of Theorem 3.1, there exists a 
continuous selection ([ ] ( ))ED⊗∈ sesqTCp ,,0  such that 

( ) ( )( ) ( )ξηϕΦ∈ξη ,,, tttp  for an arbitrary ,, ED ⊗∈ξη  a.e. [ ].,0 Tt ∈  

By [6], there exists a solution for (2.6). Suppose ϕ is such solution. Then 
ϕ is a solution of (3.1). 

Remark 3.1. The result is applicable in Quantum Physics. If a quantum 
system evolves from a state space to another over a period of time such that 
there is continuous creation, annihilation and gauge. The inclusions 
describing the stochastic evolutions of the quantum system can be solved via 
the result in this work. 
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Abstract. In the framework of the Hudson - Parthasarathy quantum stochastic calculus, we
employ some recent selection results to prove that the function space of the matrix elements of
solutions to quantum stochastic differential inclusion (QSDI) is arcwise connected both locally
and globally.

1. Introduction

This paper considers Quantum Stochastic Differential Inclusion(QSDI) in the framework of

the Hudson and Parthasarathy formulation [11] of Quantum Stochastic Calculus. It has

found applications in the study of quantum stochastic control theory [13] and often occurs

as regularization of quantum stochastic differential equations with discontinuous coefficients.

In [3,4,8,9] some topological properties of solution sets of QSDI have been achieved. These were

subject to some conditions on the coefficients of their inclusions.

There are some of the interesting motivations [1,2,13,14,15] for studying connectedness, path

connectedness and arcwise connectedness of solution sets in the classical differential inclusions

with their applications.This provides the possibility of moving from one solution to another.

However as established in [1, 14, 15] for the case of differential inclusions on finite dimensional

Euclidian spaces, this work concerns the establishment of arcwise connectedness of solution sets

of quantum stochastic differential inclusion in the integral form:

X(t) ∈ a+

∫ t

0
(E(s,X(s))d ∧π (s) + F (s,X(s))dAf (s)

+ G(s,X(s))dA+
g (s) +H(s,X(s))ds

)
, almost all t ∈ [0, T ]. (1.1)

In equation (1.1), the coefficients {E,F,G,H} lie in a certain class of stochastic processes

for which quantum stochastic integrals against the guage, creation and annihilation processes

1
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∧
π, A

+
f , Ag and the Lebesgue measure are defined. Equation(1.1) involves unbounded linear

operators on a Hilbert space and it is a noncommutative generalization of the classical stochastic

integral equations of the form

X(t, w) = xo +

∫
H(t,X)dt+

∫
F (t,X)dQ(t), X(t0) = x0, t ∈ [t0, T ] (1.2)

where the driving process Q(t) is a martingale and H,F are sufficiently smooth ordinary

functions.

We shall employ the various spaces of quantum stochastic processes introduced in [3, 4, 8].The

remaining part of the work shall be arranged as follows; In section 2, some notations and

fundamental structures shall be stated which shall be employed in the sequel. In section 3 some

results and assumptions shall be stated and in section 4 the main result of this paper shall be

established.

2. Notations and Fundamental Structures

In what follows, if N is a topological space, we denote by clos(N), the collection of all non-

empty closed subsets of N . To each pair (D,H) which consists of a pre - Hilbert space D with

completion H , we associate L+
w(D,H) the set of all linear maps x from a pre-Hilbert space D to

its completion H. With the property that the domain of the operator adjoint x∗ of x contains

D.

The members of L+
w(D,H) are densely-defined linear operators on H which do not necessarily

leave D invariant and L+
w(D,H) is a linear space when equipped with the usual notions of

addition and scalar multiplication.

To H also corresponds a Hilbert space Γ(H), called the Boson Fock space determined by H.

A natural dense subset of Γ(H) consists of the linear space generated by the set of exponential

vectors in Γ(H) of the form

e(f) =
∞⊕
n=0

(n!)−
1
2

n⊗
f, f ∈ H

where ⊗0f = 1 and ⊗nf is the n-fold tensor product of f with itself for n ≥ 1.

In what follows, ID is some pre-Hilbert space whose completion is R and γ is a fixed Hilbert

space. We shall write L2
γ(IR+) (resp. L2

γ([0, t]))’ resp. L2
γ([t,∞)), t ∈ IR+ ≡ [0,∞) for the

Hilbert space of square integrable, γ-valued maps on IR+ = [0,∞) (resp. on [0, t); resp. on

[t,∞); t ∈ IR+)

The noncommutative stochastic processes discussed in the sequel are densely-defined linear

operators on R⊗ Γ(L2
γ(IR+)); the inner product of this Hilbert space will be denoted by ⟨·, ·⟩.

For each t > 0, the direct sum decomposition

L2
γ(IR+) = L2

γ([0, t))⊕ L2
γ([t,∞))

2
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induces a factorization

Γ(L2
γ(IR+)) = Γ(L2

γ([0, t)))⊗ Γ(L2
γ([t,∞)))

of Fock space.

Let IE, IEt and IEt, t > 0 be the linear spaces generated by the exponential vectors in Γ(L2
γ(IR+)),

Γ(L2
γ([0, t))) and Γ(L2

γ([t,∞))), t > 0 respectively.

Then we define

A ≡ L+
w(ID⊗IE, R⊗ Γ(L2

γ(IR+)))

At ≡ L+
w(ID⊗IEt, R⊗ Γ(L2

γ([0, t))))⊗ 1t

At ≡ 1t ⊗ L+
w(IE

t,Γ(L2
γ([t,∞)))), t > 0

where ⊗ denotes algebraic tensor product and 1t (resp. 1t) denotes the identify map on

R ⊗ Γ(L2
γ([0, t))) (resp. Γ(L2

γ([t,∞))) t > 0. We note that the spaces At and At, t > 0,

may be naturally identified with subspaces of A.

For η, ξ ∈ ID⊗IE, define ∥ · ∥ηξ by

∥x∥ηξ = |⟨η, xξ⟩|, x ∈ A

Then, {∥ · ∥ηξ, η, ξ ∈ ID⊗IE} is a family of locally convex seminorms on A; we write τw for the

locally convex topology on A determined by this family.

In the foregoing Ā, Āt and Āt denote the completions of the locally convex spaces (A, τw),

(At, τw), At, τw), t > 0 respectively we then note that {Ãt, t ∈ IR+} is a filtration of Ã.

Hausdorff topology: If A is a topological space, then Clos(A) [resp. Comp(A)] denotes the

collection of all nonvoid closed (resp. Compact) Subsets of A. We shall employ the Hausdorff

topology on Clos(Ā) which is defined as follows.

For x ∈ Ã, M,N ∈ Clos(Ã), and η, ξ ∈ ID ⊗ IE, set

dηξ(x,N ) = inf
y∈N

∥x− y∥ηξ

δηξ(M,N ) = sup
x∈M

dηξ(x,N )

and

ρηξ(M,N ) = max(δηξ(M,N ), δηξ(N ,M))

Then {ρηξ(·) : η, ξ ∈ ID⊗IE} is a family of pseudometrics which determines a Hausdorff topology

on Clos(Ā) denoted in the sequel by τH . If M ∈ Clos(Ā), then ∥M∥ηξ is defined by

∥M∥ηξ ≡ ρηξ(M, {0})

for arbitrary η, ξ ∈ ID⊗IE.

3

37th International Conference on Quantum Probability and Related Topics (QP37)                         IOP Publishing
IOP Conf. Series: Journal of Physics: Conf. Series 819 (2017) 012005         doi:10.1088/1742-6596/819/1/012005



For A,B ∈ clos(IC) and x ∈ IC , a complex number, define

d(x,B) ≡ inf
y∈B

|x− y|

,

δ(A,B) ≡ sup
x∈A

d(x,B)

and

ρ(A,B) ≡ max(δ(A,B), δ(B,A)).

Then ρ is a metric on clos(IC) and induces a metric topology on the space.

Let I ⊆ IR+. A stochastic process indexed by I is an Ã-valued map on I. A stochastic

process X is called adapted if X(t) ∈ Ãt for each t ∈ I. We write Ad(Ã) for the set of all

adapted stochastic processes indexed by I.

Definition: A member X of Ad(Ã) is called

(i) Weakly absolutely continuous if the map t 7−→ ⟨η,X(t)ξ⟩, t ∈ I, is absolutely continuous

for arbitrary η, ξ ∈ ID⊗IE.

(ii) Locally absolutely p-integrable if ∥X(·)∥pηξ is Lebesgue-measurable and integrable on [0, t) ⊆
I for each t ∈ I and arbitrary η,ξ ∈ ID⊗IE.

Notation.

We write Ad(Ã)wac [resp. Lp
loc(Ã)] for the set of all weakly absolutely continuous (resp.

locally absolutely p-integrable) members of Ad(Ã).

Stochastic Integrators

Let L∞
γ,loc(IR+) [resp. L∞

B(Y ),loc(IR+)] be the linear space of all measurable, locally bounded

functions from IR+ to γ [resp. to B(γ), the Banach space of Bounded endomorphisms of

γ]. If f ∈ L∞
γ,loc(IR+) and π ∈ L∞

B(γ),loc(IR+), then πf is the member of L∞
γ,loc(IR+) given

by (πf)(t) = π(t)f(t), t ∈ IR+.

For f ∈ L2
γ(IR+) and π ∈ L∞

B(γ),loc(IR+), define the operators a(f), a+(f) and λ(π) in

L+
w(ID,Γ(L2

γ(IR+))) as follows;

a(f)e(g) = ⟨f, g⟩L2
γ(IR+)e(g)

a+(f)e(g) =
d

dσ
e(g + σf)

∣∣∣∣
σ=0

λ(π)e(g) =
d

dσ
e(eσπf)

∣∣∣∣
σ=0

for g ∈ L2
γ(IR+).

These are the annihilation, creation and gauge operators of quantum field theory.

4
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For arbitrary f ∈ L∞
γ,loc(IR+) and π ∈ L∞

B(γ),loc(IR+), they give rise to the operator-valued maps

Af , A
+
f , and Aπ defined by

Af (t) ≡ a(fχ[0,t))

A+
f (t) ≡ a+(fχ[0,t))

∧π(t) ≡ λ(πχ[0,t))

t ∈ IR+, where χI denotes the indicator function of the Borel set I ⊆ IR+.

The maps Af , A
+
f and ∧π are stochastic processes, called the annihilation, creation and gauge

processes, respectively, when their values are identified with their ampliations onR⊗Γ(L2
γ(IR+)).

These are the stochastic integrators in the Hudson and Parthasarathy [11]formulation of Boson

quantum stochastic integration, which we shall adopt in the sequel.

Accordingly, if p, q, u, v ∈ L2
loc(Ã), f, g ∈ L∞

γ,loc(IR+) and π ∈ L∞
B(γ),loc(IR+) then we interpret

the integral. ∫ t

t0
p(s)d ∧π (s) + q(s)dAf (s) + u(s)dA+

g (s) + v(s)ds; t0, t ∈ IR+

as it is in the Hudson and Parthasarathy [11] formulation.

Stochastic Differential Inclusions

Definition:

(i) By a multivalued stochastic process indexed by I ⊆ IR+, we mean a multifunction on I

with values in Clos(Ã).

(ii) If Φ is a multivalued stochastic process indexed by I ⊆ IR+, then a selection of Φ is a

stochastic process X : I → Ã with the property that X(t) ∈ Φ(t) for almost all t ∈ I.

(iii) A multivalued stochastic process Φ will be called

(a) adapted if Φ(t) ⊆ Ã, for each t ∈ IR+;

(b) measurable if t 7−→ dηξ(x,Φ(t)) is measurable for arbitrary x ∈ Ã, η, ξ ∈ ID⊗IE

(c) locally absolutely p-integrable if t 7→ ∥ϕ(t)∥ηξ, t ∈ IR+, lies in Lp
loc(I) for arbitrary

η, ξ ∈ ID⊗IE.

We note that

(1) the set of all locally absolutely p-integrable multivalued stochastic processes will be denoted

by Lp
loc(Ã)mvs

(2) For p ∈ (0,∞) and I ⊆ IR+, L
p
loc(I × Ã)mvs is the set of maps

Φ : I × Ã −→ Clos(Ã)

5
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such that

t 7−→ Φ(t,X(t)),

t ∈ I, lies in Lp
loc(Ã)mvs for every X ∈ Lp

loc(Ã),

(3) If Φ ∈ Lp
loc(I × Ã)mvs, then

Lp(Φ) ≡ {φ ∈ Lp
loc(Ã) : φ is a selection of Φ}.

(4) For f, g ∈ L∞
γ,loc(IR+), π ∈ L∞

B(Y ),loc(IR+) , 1 is the identity map on R ⊗ Γ(L2
γ(IR+)), and

M is any of the stochastic processes Af , A
+
g , Aπ and s 7−→ s1, s ∈ IR+.

Thus, we introduce stochastic integral (resp. differential) expressions as follows.

If Φ ∈ L2
loc(I × Ã)mvs and (t,X) ∈ I × L2

loc(Ã), then we make the definition∫ t

t0
Φ(s,X(s))dM(s) ≡

{∫ t

t0
φ(s)dM(s) : φ ∈ L2(Φ)

}
This leads to the following notion.

Definition: Let E,F.G,H ∈ L2
loc(I × Ã)mvs and (t0, x0) be a fixed point of I × Ã, then a

relation of the form

X(t) ∈ x0 +

∫ t

t0
(E(s,X(s))d ∧π +F (s,X(s))dAf (s)

+G(s,X(s))dA+
g (s) +H(s,X(s))ds); t ∈ I

be called a stochastic integral inclusion with coefficient E,F,G and H initial data (t0, x0). We

shall sometimes write the foregoing inclusion as follows;

dX(t) ∈ E(t,X(t))d ∧π (t) + F (t,X(t))dAf (t)

+G(t,X(t))dA+
g (t) +H(t,X(t))dt (2.1)

for almost all t ∈ I, X(t0) = x0.

This we refer to as stochastic differential inclusions with coefficients E,F,G and H and initial

data (t0, X0).

Definition: By a solution of (2.1) we mean a weakly absolutely continuous stochastic pro-

cess φ ∈ L2
loc(Ã) such that

dφ(t) ∈ E(t, φ(t))d ∧π (t) + F (t, φ(t))dAf (t)

+G(t, φ(t))dA+
g (t) +H(t, φ(t))dt

almost all t ∈ I, φ(t0) = x0.

Remarks
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(i) The existence of solution to a stochastic differential inclusion with Lipschitzian coefficients

has been proved in [8].

(ii) If M is a subset of Ã, we write coM for the closed convex hull of M and if

Φ : I × Ã −→ Clos(Ã), we define

co Φ : I × Ã −→ Clos(Ã) by

(co Φ)(t, x) = co Φ(t, x), t, x) ∈ I × Ã

(iii) Related to (2.1) is the following stochastic differential inclusion:

dX(t) ∈ co E(t,X(t))dAπ(t) + co F (t,X(t))dAf (t)

+co G(t,X(t))dA+
g (t) + co H(t,X(t))dt

almost all t ∈ I

X(t0) = X0 (2.2)

(iv) In [8], Ekhaguere established equivalent form of (1.1) and (2.1) as follows; E,F,G,H ∈
L2
loc(I ×Ã)mus and (t0, x0) is some fixed point of I ×Ã. Taking theorems 4.1 and Theorem

4.4 of Hudson and Parthasarathy which describes the matrix elements of the quantum

stochastic integral.

For η, ξ ∈ ID ⊗ IE, with η = c⊗ e(α) and ξ = d⊗ c(β), define

µαβ , Vβ, σα : I → IC, I ⊂ IR+, by

µαβ(t) = ⟨α(t), π(t)β(t)⟩γ

Vβ(t) = ⟨f(t), β(t)⟩γ

σα(t) = ⟨α(t), g(t)⟩γ

t ∈ I.

To these functions, are associated the maps µIE, vF, σG, P and coP from I×Ã into the set

of multivalued sesquilinear forms on ID⊗IE defined by

(µE)(t, x)(η, ξ) = {⟨η, µαβ(t)p(t, x)ξ⟩ : p(t, x) ∈ E(t, x)}

(vF )(t, x)(η, ξ) = {⟨η, vβ(t)q(t, x)ξ⟩ : q(t, x) ∈ F (t, x)}

(σG)(t, x)(η, ξ) = {⟨η, σα(t)u(t, x)ξ⟩ : u(t, x) ∈ G(t, x)}

P (t, x)(η, ξ) = (µE)(t, x)(η, ξ) + (vF )(t, x)(η, ξ)

+(σG)(t, x)(η, ξ) +H(t, x)(η, ξ)

(coP )(t, x)(η, ξ) = closed convex/hull of P (t, x)(η, ξ)

η, ξ ∈ ID⊗IE, (t, x) ∈ I × Ã

7
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where

H(t, x)(η, ξ) = {v(t, x)(η, ξ) : v(·, X(·))

is a selection of H(·, X(·)) ∀ X ∈ L2
loc(Ã)

η, ξ ∈ ID⊗IE, (t, x) ∈ I × Ã.

As in [3, 4, 5, 6] we shall consider the equivalent form of (1.1) given by

d

dt
⟨η,X(t)ξ⟩ ∈ P (t,X(t))(η, ξ)

X(0) = a, t ∈ [0, T ]. (2.3)

Inclusion (2.3) is a nonclassical ordinary differential inclusion and the map (η, ξ) → P (t, x)(η, ξ)

is a multivalued sesquilinear form on (ID⊗IE)2 for (t, x) ∈ [0, T ]× Ã. We refer the reader to [

8, 9, 10] for the explicit forms of the map and the existence results for solutions of QSDI (1.1)

of Lipschitz, hypermaximal monotone and of evolution types.

3. Preliminary Results and Assumptions

As in [3, 4, 8], we let clos(N ) denote the family of all nonempty closed subsets of a topological

space N . For N ∈ {Ã, IC}, we adopt the Hausdorff topology on clos(N ) as explained in the

references above. We denote by d(x,A), the distance from a point x ∈ IC to a set A ⊆ IC. For

A,B ∈ clos(IC), ρ(A,B) denote the Hausdorff distance between the sets.

As in the references above,we shall employ the space wac(Ã) which is the completion of the lo-

cally convex topological space (Ad(Ã)wac, τ) of adapted weakly absolutely continuous stochastic

processes Φ : [0, T ] → Ã whose topology τ is generated by the family of seminorms given by :

|Φ|ηξ := ∥Φ(0)∥ηξ +
∫ T

0
| d
dt
⟨η,Φ(t)ξ⟩|dt, for η, ξ ∈ ID⊗IE. (3.1)

Associated with the space wac(Ã), we shall employ the space wac(Ã)(η, ξ) consisting of ab-

solutely continuous complex valued functions ⟨η,Φ(·)ξ⟩, where Φ ∈ wac(Ã) for arbitrary pair

of points η, ξ ∈ ID⊗IE. By a solution of QSDI (1.1) or its equivalent form (2.3), we mean a

stochastic process Φ : [0, T ] → Ã lying in the space Ad(Ã)wac
∩
L2
loc(Ã) satisfying QSDI (1.1)

or its equivalent form (1.2).

We assume the following conditions in what follows:

S(1) The coefficients E,F,G,H appearing in QSDI (1.1) are continuous.

S(2) The multivalued map (t, x) → P (t, x)(η, ξ) has nonempty and closed values as subsets of

the field IC of complex numbers.

8
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S(3) For each x ∈ Ã, the map t → P (t, x)(η, ξ) is measurable.

S(4) There exists a map KP
ηξ : [0, T ] → IR+ lying in L1

loc([0, T ]) such that

ρ(P (t, x)(η, ξ), P (t, y)(η, ξ)) ≤ KP
ηξ(t)∥x− y∥ηξ (3.2)

for t ∈ [0, T ], and for each pair x, y ∈ Ã.

S(5) There exists a stochastic process Y : [0, T ] → Ã lying in Ad(Ã)wac such that for each

pair η, ξ ∈ ID⊗IE,

d

(
d

dt
⟨η, Y (t)ξ⟩ , P (t, Y (t))(η, ξ)

)
≤ ρηξ(t), (3.3)

for almost all t ∈ [0, T ] and for some locally integrable map ρηξ : [0, T ] → R+.

Associated with the space Ã, we define the space of complex numbers Ã(η, ξ) := {⟨η, aξ⟩ :

a ∈ Ã}. We shall denote by S(T )(a), the subset of wac(Ã) consisting of the set of solutions

of QSDI (1.1) corresponding to the initial value a ∈ Ã and write S(T )(a)(η, ξ) = {⟨η,Φ(·)ξ⟩ :

Φ ∈ S(T )(a)}. Moreover, S(T )(P )(η, ξ) :=
∪

a∈Ã S(T )(a)(η, ξ). In what follows, a → S(T )(a) is

the multivalued solution map of QSDI (1.1) corresponding to the initial value x = a. Under the

conditions S(1) − S(5) above, it is well known that the set S(T )(a) is not empty for arbitrary

a ∈ Ã (see [8, 9, 10]).

Next, we employ Corollary 3.2 in [3] to establish an auxiliary result needed for the proof of

the arcwise connectedness of the entire space S(T )(P )(η, ξ). To this end, for any family of lin-

ear maps {aα, α ∈ [0, 1]} in Ã, we define aηξ,α = ⟨η, aαξ⟩, α ∈ [0, 1] for arbitrary elements

η, ξ ∈ ID⊗IE.

Proposition 3.1: Let a0, a1 ∈ Ã such that a0 ̸= a1. Let X0 ∈ S(T )(a0), X1 ∈ S(T )(a1). Then

there exists a continuous map h : [0, 1] → wac(Ã)(η, ξ) such that h(0) = Xηξ,0, h(1) = Xηξ,1

and for α ∈ [0, 1], h(α) ∈ S(T )(aα)(η, ξ) where aα = (1− α)a0 + αa1 and aηξ,α = (1− α)aηξ,0 +

αaηξ,1.

Proof: By Corollary (3.2) in [3], there exists a continuous map Φ : Ã(η, ξ) → wac(Ã)(η, ξ) such

that for each a ∈ Ã, Φ(aηξ) ∈ S(T )(a)(η, ξ), and Φ(aηξ,0) = Xηξ,0, Φ(aηξ,1) = Xηξ,1. Then, the

map h : [0, 1] → wac(Ã)(η, ξ) defined by h(α) = Φ(aηξ,α) is the required map.

Definition : A space X is said to be arcwise connected if any two distinct points can be

joined by an arc, that is a path f which is a homeomorphism between the unit interval and its

image f([0, 1])
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4. Main Result

In order to establish the arcwise connectedness of the space S(T )(P )(η, ξ), some idea from [14,

15] were employed in what follows.

Theorem 4.1: Assume that the conditions S(1) − S(5) above are satisfied.

Then, for every a ∈ Ã and arbitrary pair η, ξ ∈ ID⊗IE, the set S(T )(a)(η, ξ) is arcwise connected

in C([0, T ]; IC).

Proof: Fix a0 in Ã and let X,Y ∈ S(T )(a0). Then the functions Xηξ(·), Yηξ(·) ∈ S(T )(a0)(η, ξ).

By Corollary (3.2) in [3], there exists a continuous map

Φ : Ã(η, ξ) → wac(Ã)(η, ξ)

such that Φ(aηξ,0) = Xηξ(·) and

Φ(aηξ) ∈ S(T )(a)(η, ξ),∀aηξ ∈ Ã(η, ξ). (4.1)

Since Yηξ(·) is continuous on [0, T ], the map λ → Φ(Yηξ(λT )) is continuous from [0, 1] to

wac(Ã)(η, ξ), being the composition of continuous maps

h : [0, 1] → [0, T ];Yηξ : [0, T ] → Ã(η, ξ); Φ : Ã(η, ξ) → wac(Ã)(η, ξ)

where h(λ) = λT . Moreover,

Φ(Yηξ(λT )) ∈ S(T )(Y (λT ))(η, ξ), (4.2)

for each λ ∈ [0, T ]. Thus there exists a stochastic process

ϕ(Y (λT )) ∈ S(T )(Y (λT )) such that

Φ(Yηξ(λT )(t) = ⟨η, ϕ(Y (λT ))(t)ξ⟩, t ∈ [0, T ]. (4.3)

Equation (4.3) implies that

d

dt
⟨η, ϕ(Y (λT ))(t)ξ⟩ ∈ P (t, ϕ(Y (λT ))(t))(η, ξ)

ϕ(Y (λT ))(0) = Y (λT ), t ∈ [0, T ]. (4.4)

Next, we define the following pair of maps. For each λ ∈ [0, 1],

Xλ(t) =


Y (t), if 0 ≤ t ≤ λT

ϕ(Y (λT ))(t− λT ), if λT ≤ t ≤ T.
(4.5)

Setting Xηξ,λ(·) = ⟨η,Xλ(·)ξ⟩, we obtain the inner product form of equation (4.1) given by:

Xηξ,λ(t) =


Yηξ(t), if 0 ≤ t ≤ λT

Φ(Yηξ(λT ))(t− λT ), if λT ≤ t ≤ T.
(4.6)
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Notice that X0(·) = X(·), and X1(·) = Y (·), and

d

dt
⟨η,Xλ(t)ξ⟩ ∈ P (t,Xλ(t))(η, ξ)

Xλ(0) = a0, almost all t ∈ [0, T ]. (4.7)

By definition, for each λ ∈ [0, 1],

Xλ ∈ Ad(Ã)wac

∩
L2
loc(Ã). (4.8)

Hence, Xλ ∈ S(T )(a0). Therefore, Xηξ,λ ∈ S(T )(a0)(η, ξ). To complete the proof, it remains to

be proved that the map λ → Xηξ,λ is continuous from [0, T ] to the space wac(Ã)(η, ξ) in the

topology of the space C([0, T ]; IC). To this end, we employ a similar idea from [15]. Let ϵ > 0 be

given and let λ0 ∈ [0, 1] be fixed. We show that there exists δ > 0 such that for any λ ∈ [0, 1]

with |λ− λ0| < δ, we have

sup
[0,T ]

|Xηξ,λ(t)−Xηξ,λ0(t)| < ϵ. (4.9)

For t ∈ [0, T ], we distinguish three cases as follows:

(i) 0 ≤ t ≤ λ0T ≤ λT, (ii) λ0T ≤ t ≤ λT, (iii) λ0T ≤ λT ≤ t ≤ T. (4.10)

In the case of (i) we have

|Xηξ,λ(t)−Xηξ,λ0(t)| = |Yηξ(t)− Yηξ(t)| = 0. (4.11)

For case (ii) where λ0T ≤ t ≤ λT , then

|Xηξ,λ0(t)−Xηξ,λ(t)| = |Φ(Yηξ(λ0T ))(t− λ0T )− Yηξ(t)| (4.12)

Since the map t → Φ(Yηξ(λ0T ))(t) and t → Yηξ(t) are uniformly continuous on the interval

I = [0, T ], there exists δ1 > 0 such that for any t
′
and t

′′
in [0, T ] with |t′ − t

′′ | < δ1, we have

|Φ(Yηξ(λ0T ))(t
′
)− Φ(Yηξ(λ0T ))(t

′′
)| < ϵ

2
(4.13)

and

|Yηξ(t
′
)− Yηξ(t

′′
)| < ϵ

2
. (4.14)

Let |λ0 − λ| < δ1
T . Then |t− λ0T | ≤ |λ− λ0|T ≤ δ1 and since

|Φ(Yηξ(λ0T )(0) = Yηξ(λ0T ), we have

|Xηξ,λ0(t)−Xηξ,λ(t)|

≤ |Φ(Yηξ(λ0T )(t− λ0T )− Φ(Yηξ(λ0T ))(0)|+ |Φ(Yηξ(λ0T ))(0)− Yηξ(t)|

≤ ϵ

2
+

ϵ

2
= ϵ. (4.15)
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For case (iii), then

|Xηξ,λ0(t)−Xηξ,λ(t)| = |Φ(Yηξ(λ0T ))(t− λ0T )− Φ(Yηξ(λT ))(t− λT )|

≤ |Φ(Yηξ(λ0T ))(t− λ0T )− Φ(Yηξ(λ0T ))(t− λT )|

+ |Φ(Yηξ(λ0T ))(t− λT )− Φ(Yηξ(λT ))(t− λT )|. (4.16)

Since the map λ → Φ(Yηξ(λT )) is continuous from [0, 1] to

wac(Ã)(η, ξ) ⊆ C([0, T ]; IC), there exists δ2 > 0 such that

|λ− λ0| < δ2 (4.17)

implies that

sup
t∈[0,T ]

|Φ(Yηξ(λT ))(t)− Φ(Yηξ(λ0T ))(t)| <
ϵ

2
, (4.18)

so that for |λ− λ0| < δ2, we have

|Φ(Yηξ(λT ))(t− λT )− Φ(Yηξ(λ0T ))(t− λT )| < ϵ

2
. (4.19)

Furthermore, since the map t → Φ(Yηξ(λ0T ))(t) is uniformly continuous on [0, T ], there exists

δ3 > 0 such that for any pair of points t
′
, t

′′
in [0, T ], |t′ − t

′′ | < δ3 implies that

|Φ(Yηξ(λ0T ))(t
′
)− Φ(Yηξ(λ0T ))(t

′′
)| < ϵ

2
. (4.20)

Then if |λ− λ0| < δ3
T , we have

|t− λT − t+ λ0T | ≤ |λ− λ0|T ≤ δ3, (4.21)

and

|Φ(Yηξ(λ0T ))(t− λT )− Φ(Yηξ(λ0T ))(t− λ0T )| <
ϵ

2
. (4.22)

By Equations (4.16), (4.19) and (4.22), if |λ− λ0| < min{δ2, δ3T }, then

|Xηξ,λ(t)−Xηξ,0(t)| < ϵ. (4.23)

Let

δ = min{δ1
T
, δ2,

δ3
T
}, (4.24)

then we have proved that if λ0 ≤ λ and |λ− λ0| < δ, then for any t ∈ [0, T ],

|Xηξ,λ0(t)−Xηξ,λ(t)| < ϵ. (4.25)

This implies that

sup
t∈[0,T ]

|Xηξ,λ(t)−Xηξ,λ0(t)| < ϵ. (4.26)
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For λ ≤ λ0, the proof is similar.

Theorem 4.2: Corresponding to an arbitrary pair of points η, ξ ∈ ID⊗IE, the function space

S(T )(P )(η, ξ) is arcwise connected in C([0, T ]; IC).

Proof: Let X, Y ∈ S(T )(P ) :=
∪

a∈Ã S(T )(a) such that for any pair of distinct elements

a, a0 ∈ Ã, X ∈ S(T )(a0) and Y ∈ S(T )(a). Then by Proposition 3.1, there exists a continuous

map h : [0, 1] → wac(Ã)(η, ξ) such that h(0) = Xηξ, h(1) = Yηξ and for each α ∈ [0, 1],

h(α) ∈ S(T )(aα)(η, ξ), where aα = (1 − α)a0 + αa. If a = a0, then X, Y ∈ S(T )(a0) and the

existence of a continuous map h : [0, 1] → wac(Ã)(η, ξ) such that h(0) = Xηξ and h(1) = Yηξ,

h(α) ∈ S(T )(a0)(η, ξ) follows from Theorem 4.1 above.
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ABSTRACT: By employing the theory of iterated stochastic integration with respect to quantum martingale measures
taking values in a linear space A of unbounded linear operators on a Hilbert space, we present a rigorous formulation of
quantum stochastic partial differential equations (QSPDE). The solutions of certain classes of these equations are closable
operators and they are known to provide examples of irreversible quantum dynamics which have found applications as
models of open quantum systems and models of electric currents in neutrons among many other applications. Existence
and uniqueness of a class of semi-linear quantum stochastic partial differential equations are studied.
AMS Subject Classification (2000): 81 S 25, 60 H 10

1 INTRODUCTION
It is well known that when modelling classical physical systems that are susceptible to noise, non-linear stochastic partial
differential equations (SPDEs) often arise. A convenient approach to analyzing nonlinear SPDE’s is to first reduce them
to stochastic integral equations. Availability of a theory of iterated stochastic integration, over time and space, with
respect to a cylindrical Wiener process (G. Da Prato 1992)or a martingale measure [Walsh 1986] subsequently becomes
central.

In analogy to the classical context, open quantum systems and other physical systems (Davies, 1976; Lindblad 1976]
are invariably subject to quantum noise. The temporal evolution of such systems maybe modelled by means of a noncom-
mutative stochastic calculus [Hudson-Parthasarathy 1984; Parthasarathy 1992]that generalises the classical Ito stochastic
calculus. To be able to take account of both the temporal and spatial variation of the observables of the quantum systems,
a framework involving iterated stochastic integration has been established (Applebaum 1995, 1998). In this paper, we
exploit the notion of a quantum martingale measure. Iterated stochastic integration with respect to quantum martingales
is finally employed to establish the existence and uniqueness of a class of quantum stochastic partial differential equations
in this work.

The organization of the paper is as follows. Section 2 highlights some of the fundamental notions and notation which
we use throughout the discussion. Our notion of martingale measures is discussed in section 3. The main results of the
paper are assembled in Sections 4 ad 5. The main results concern the existence and uniqueness of the solutions of a
semilinear quantum stochastic heat equation, which generalizes the classical semilinear heat equation.

2 PRELIMINARIES
This section is devoted to the explanation of some of the basic structures which are employed in what follows. We shall
begin by describing some relevant spaces of vector valued functions.
In the sequel, R and Υ are two fixed Hilbert spaces and ID is a dense subspace of R. The inner product and norm of Υ
will be written as 〈·, ·〉Υ and ‖ · ‖Υ respectively. We denote by

H = L2
Υ(IR+); Ht = L2

Υ([0, t)); Ht = L2
Υ([t,∞)), t ∈ IR+

the Hilbert spaces of Lebesgue square integrable, Υ-valued maps respectively on
IR+ := [0,∞); [0, t); and [t,∞), t ∈ IR+.

Similarly, SΥ (resp. SB(Υ)) denotes the linear space L∞Υ,loc(IR+) (resp.L∞B(Υ),loc(IR+)) of all measurable, locally
bounded functions from IR+ to Υ (resp. to B(Υ)), the Banach space of all bounded endormorphisms of Υ; the norm of
B(Υ) will be denoted by ‖ · ‖B(Υ).

The spaces SΥ and SB(Υ) will be equipped with the weak topologies which we define as follows: For α, β ∈ SΥ and
t ∈ IR+, define the linear forms Tαt and Tαβt respectively on SΥ and SB(Υ), as

Tαt(h) =

∫ t

0

〈α(s), h(s)〉Υds, h ∈ SΥ, Tαβt(U) =

∫ t

0

〈α(s), U(s)β(s)〉Υds, U ∈ SB(Υ).

We introduce the sets:

S
′
Υ = {Tαt : α ∈ SΥ, t ∈ IR+}, and S

′

B(Υ) = {Tαβt : α, β ∈ SΥ, t ∈ IR+}.

Dynamic Publishers, Inc.



46 E. Ayoola & S. Ajibola

Then, we endow SΥ with the σ(SΥ, S
′
Υ)-topology and SB(Υ) with the σ(SB(Υ), S

′
B(Υ))-topology. With these topolo-

gies, S
′
Υ is the dual of SΥ and S

′
B(Υ) is the dual of SB(Υ).

Boson Fock Space
If D is a pre-Hilbert space with completion H, the symbol L+

w(D,H) denotes the set of all linear maps X from D to H
such that domain of the operator adjoint X∗ contains D. We shall employ the following linear spaces of operators as in
Ayoola 2001, 2008, Ekhaguere 1992.

(i) A ≡ L+
w(ID⊗IE,R⊗ Γ(H)), (ii) At ≡ L+

w(ID⊗IEt,R⊗ Γ(Ht))⊗ 1t, (iii) At ≡ 1t ⊗ L+
w(IEt,Γ(Ht)), t > 0

where ⊗ denotes algebraic tensor product and 1t (resp. 1t) denotes the identity map on

R⊗ Γ(Ht)) (resp.Γ(Ht)), t > 0.

As usual, the netA(IR+) ≡ {At : t ∈ IR+} is a filtration ofA. That isAs ⊆ At, if t ≥ s ≥ 0 and∪t∈IR+At generatesA.

Definition 2.1. (i) If t ∈ IR+, and a ∈ A, the member E(a|At) of At satisfying

〈η,E(a|At)ξ〉 = 〈η, aξ〉, ∀η ∈ R⊗ Γ(Ht), ξ ∈ ID⊗IEt,

is called the conditional expectation of a given At. In terms of the projection Pt of R ⊗ Γ(H) onto R ⊗ Γ(Ht), the
condition expectation satisfies: E(a|At) = PtaPt.

(ii). We shall employ the topology τs, called the strong topology, on A whose family of seminorms {‖ · ‖ξ, ξ ∈
ID⊗IE} defined by ‖a‖ξ = ‖aξ‖, a ∈ A, ξ ∈ ID⊗IE.
We denote the completion of the locally convex space (A, τs) by Ã. The following definition and structures concerns our
framework for stochastic processes and integration.
Definition 2.2. An Ã-valued map X on an interval j ⊂ IR+ is called a τs-stochastic process indexed by J if t →
X(t)ξ, t ∈ J is measurable for arbitrary ξ ∈ ID⊗IE, whereR⊗ Γ(H) is endowed with its natural Borel structure.
A stochastic process X indexed by J is called adapted if X(t) ∈ At for each t ∈ J .

The set of all adapted processes X on IR+ such that

‖X‖2ξ ≡
∫ t

0

‖X(s)‖2ξds <∞

for each t ∈ IR+, ξ ∈ ID⊗IE will be denoted by L2
loc(A).

To each f ∈ SΥ and π ∈ SB(Υ), we adopt the basic field operators a(f), a†(f), and λ(π) in L+
w(IE,Γ(H)) and in

terms of these operators, we introduce the following stochastic processes as in (Hudson-Parthasarathy 1984).

Af (t) = a(fχ[0,t)), A
†
f (t) = a†(fχ[0,t)), ∧π(t) = λ(πχ[0,t))

t ∈ IR+ where χI denotes the indicator function of the Borel set I ⊆ IR+. Employing the notation:

dAf (t) ≡ Af (dt), dA†f (t) ≡ A†f (dt), d ∧π (t) ≡ ∧π(dt), t ∈ IR+,

then we interpret the stochastic integral∫ t

0

(
p(s) ∧π (ds) + q(s)Af (ds) + k(s)A†g(ds) + h(s)ds

)
as in (Hudson-Parthasarathy 1984, Ekhaguere 1992) for certain admissible integrands p, q, k, h ∈ L2

loc(A).

3 MARTINGALE MEASURES
Let (X, τ) be a complex, Hausdorff, locally convex space with topology τ and dual X ′, and (Ω,B) a measurable space,
with B a σ-algebra of subsets of Ω. In the sequel, M(B, X) is the set of all X-valued additive set functions µ on B
such that B 7−→ x′(µ(B)) is σ-additive and regular on B, for all x′ ∈ X ′. Then, for each µ ∈ M(B, X) and arbitrary
x′ ∈ X ′, x′ ◦ µ is a complex, and hence automatically finite, measure on (Ω,B).

Definition 3.1 Let Ã and (Ω,B) be as above. A map W : I × B → Ã. I ⊆ IR+, will be called a τs-martingale measure
relative to the filtration A(I) provided that

(i) W (0, B) = 0, ∀ B ∈ B;

(ii) for each B ∈ B, the map t 7−→W (t, B), t ∈ I , is adapted to A(I);

(iii) for each B ∈ B, the map t 7−→W (t, B), t ∈ I , is a martingale, i.e.

E(W (t, B)|As) = W (s,B) whenever s, t ∈ I satisfy t ≥ s;

(iv) for each t ∈ I , the map B 7−→W (t, B), B ∈ B, is in M(B, Ã);
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(v) for each ξ ∈ ID⊗IE, there is a regular, σ-finite measure ωξ on (Ω,B) and a locally bounded function cξ on I such that

‖W (t, B)‖ξ ≤ cξ(t)ωξ(B), t ∈ I, B ∈ B.

Notation 3.2 The symbol MM(I,B, Ã) will denote the set of all Ã-valued, A(I)-adapted martingale measures on
(Ω,B). The set is not empty as some examples of quantum martingale measures can be found in Applebaum (1998).
Let µ, σ ∈ M(B(IRd),SΥ) and π ∈ M(B(IRd),SB(Υ)). In what follows, we shall assume the validity of the following
inequality.

max{‖µ(s,B)‖Υ, ‖σ(s,B)‖Υ, ‖π(s,B)‖B(Υ)} ≤ cµσπ(s)ωµσπ(B). (3.1)

for some nonnegative, locally bounded functions cµσπ on IR+, σ-finite measure ωµσπ on (IRd,B(IRd), and arbitrary
α, β ∈ SΥ, (s,B) ∈ IR+ × B(IRd). Next, we introduce the maps

Aµ(t, B) = a(χ[0,t)µ(B));A†σ(t, B) = a†(χ[0,t)σ(B)), Λπ(t, B) = λ(χ[0,t)π(B)) (3.2)

for arbitrary (s,B) ∈ IR+ × B(IRd), where χC denotes the indicator function of C. Then the following holds.
Proposition 3.3 The maps Aµ, A†σ , and Λπ are τs-martingale measures, i.e. {Aµ, A†σ,Λπ} is a subset of
MM(IR+,B(IRd), Ã).
Definition 3.4 The triplet {Aµ A†σ, ∧π} with µ, σ ∈ M(B(IRd),SΥ), and π ∈ M(B(IRd),SB(Υ)) will be called
quantum τs-martingale measures.

4 ITERATED STOCHASTIC INTEGRATION WITH RESPECT TO QUANTUM
MARTINGALE MEASURES

Throughout the rest of the paper, we employ the quantum τs-martingale measures as defined above. The space
L2
ucloc(IR+ × IRd, Ã) is the set of maps h : IR+ × IRd → Ã satisfying the following properties:

(i) for each x ∈ IRd, the map t→ h(t, x), t ∈ IR+, is in L2
loc(Ã),

(ii) the map h is locally uniformly continuous in the sense that given any ε > 0, there is a δ > 0 such that

sup
0≤s≤t

‖h(s, x)− h(s, y)‖ξ < ε,

whenever t ∈ IR+, ξ ∈ ID⊗IE, x, y ∈ B, a bounded member of B(IRd), and ‖x − y‖ < δ, where we write ‖z‖ for the
norm of z ∈ IRd. We endow L2

ucloc(IR+ × IRd, Ã) with the locally convex topology τucloc whose family {‖ · ‖ξt, ξ ∈
ID⊗IE, t ∈ IR+} of seminorms is defined by

‖h‖ξt =

(∫ t

0

sup
x∈I
‖h(s, x)‖2ξ

) 1
2

, h ∈ L2
ucloc(IR+ × IRd, Ã), ξ ∈ ID⊗IE, t ∈ IR+.

Remarks.(i) Let E,F,G ∈ L2
ucloc(IR+ × IRd, Ã), we define an iterated stochastic integral of the form:

M(t, B) =

∫
B

∫
[0,t]

(
E(s, x) ∧π (ds, dx) + F (s, x)Aµ(ds, dx) +G(s, x)A†σ(ds, dx)

)
, (4.1)

(t, B) ∈ [0, T ]× B(IRd), T > 0, B bounded.

(ii) The integral M(t, B) is developed as follows:
For x = (x1x2, · · · , xd), y = (y1, y2, · · · , yd) ∈ IRd, we write x ≤ y (resp. x < y) if and only if
xj ≤ yj , j = 1, 2 · · · d (resp. x ≤ y and x 6= y). Let Brec(IRd) be the subring of B(IRd) consisting of all
rectangles, i.e sets of the form: [a, b) ≡ Πd

j=1[aj , bj) for some a, b ∈ IRd. We first develop the integral for the case
where B ∈ Brec(IRd). It is well known that the extension of the formulation to the case where B is an arbitrary subset of
IRd follows a standard procedure. We have the following results on iterated quantum stochastic integration with respect
to the processes ∧π, Aµ, A†σ . The establishment of the result is similar to that of Theorem 3.1 in Applebaum (1998).

Theorem 4.1: (i). For t ∈ [0, T ], I ∈ Brec(IRd), η = v ⊗ e(α), ξ = u⊗ e(β) ∈ ID⊗IE, we have:

〈η,M(t, I)ξ〉 =

∫
I

∫
[0,t]

{〈α(s), π(s, dx)β(s)〉Υ〈η,E(s, x)ξ〉

+ 〈µ(s, dx), β(s)〉Υ〈η, F (s, x)ξ〉+ 〈α(s), σ(s, dx)β(s)〉Υ〈η,G(s, x)ξ〉} .

(ii) The order of integration may be changed. Defining the integral:

M̃(t, I) =

∫
[0,t]

∫
I

(
E(s, x) ∧π (ds, dx) + F (s, x)Aµ(ds, dx) +G(s, x)A†σ(ds, dx)

)
, (4.2)

then M̃(t, I) = M(t, I) on ID⊗IE, for arbitrary t ∈ [0, T ].
(iii) The map M : [0, T ]× B(IRd)→ Ã is in MM([0, T ]× B, Ã).
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5 QUANTUM STOCHASTIC PARTIAL DIFFERENTIAL EQUATIONS
An equation of the form

∂X

∂t
(t, x) = H

(
t, x,X,

∂X

∂x
, · · · , ∂

lX

∂xl

)
+ E

(
t, x,X,

∂X

∂x
, · · · , ∂

kX

∂xk

)
∧̇π(t, x)

+F

(
t, x,X,

∂X

∂k
, · · · , ∂

mX

∂xm

)
Ȧµ(t, x) +G

(
t, x,X,

∂X

∂x′
, · · · , ∂

nX

∂xn

)
Ȧ†σ(t, x)(5.1)

t ∈ [0, T ], x ∈ B, a bounded subset of IRd where
∂aX

∂xa
denotes

∂a1 · · · adX
∂xa1∂xa2 · · · ∂xad with a = a1 + · · · + ad for

some nonnegative integers a1, . . . , ad will be called a quantum stochastic partial differential equation (qspde) of order
max{l, k,m, n}. Furnished with appropriate constraints on E,F,G,H and some boundary conditions, the first problem
is to make sense of this relation, after which one must tackle the issue of the existence and uniqueness of its solutions.
As an application of the theory of martingale measures formulated above, we search for a solution, in the τs-topology,
onA, of the following semilinear quantum stochastic heat equation in one space dimension, associated with the quantum
martingale measures, Aµ, A†σ,Λπ , where E,F,G lie in L2

ucloc(IR+, Ã) and satisfy some Lipschitz conditions

(∂tX)(t, x) = (∂xxX)(t, x) + E(t,X(t, x)∧̇π(t, x) + F (t,X(t, x))Ȧµ(t, x) +G(t,X(t, x))Ȧ+
σ (t, x) (5.2)

X(0, t) = X0(x), x ∈ [0, L]; ∂xX(t, 0) = 0 = (∂xX)(t, L), t > 0 (5.3)

To this end, we will need the following well known (Walsh 1986) properties of the Green’s function G(t;x, y) of equation
(5.2).

G(i)
∫ t

0

G(s, x, y)G(t; y, z)dy = G(s+ t;x, z);

G(ii) G(t;x, y) = G(t; y, x);

G(iii) G(t;x, y) ≤ CT√
t

exp

(
− (x− y)2

4t
− t
)
, x, y ∈ [0, L], t ∈ (0, T ], where CT is some positive constant.

Proceeding formally and using (5.3) as well as some of the properties of the Green’s function cited above, the QSPDE(5.2)
may be re-written in the form∫ t

0

X(t, x)ϕ(x)dx−
∫ L

0

X0(x)ϕ(x)dx

=

∫ t

0

∫ L

0

X(s, x)ϕ′′(x)dsdX +

∫ t

0

∫ L

0

ϕ(x)[E(s,X(s, x)) ∧π (ds, dX)

+F (s,X(s, x))Aµ(ds, dx) +G(s,X(s, x))A†a(ds, dx)] (5.4)

valid for all ϕ ∈ C∞[(0, L]) such that ϕ′(0) = 0 = ϕ′(L). It follows that (5.4) holds whenever X solves (5.2) and
(5.3). Moreover, adapting the reasoning in (Walsh, 1986), one checks that X solves (5.4) if and only if X is a solution of
the stochastic integral equation

X(t, x) =

∫ L

0

X0(y)G(t;x, y)dy +

∫ t

0

∫ L

0

G(t− s;x, y)([E(s,X(s, x)) ∧π (ds, dx)

+F (s,X(s, x))Aµ(ds, dx) +G(s,X(s, x))A†σ(ds, dx)] (5.5)

In what follows, L, T > 0 and E,F,G ∈ L2
ucloc(IR+, Ã) are Lipschitzian, that is, for each ξ ∈ ID⊗IE, there is a locally

bounded function Kξ : [0, T ]→ IR+ such that

max{‖E(t, z1)− E(t, z2)‖ξ, ‖F (t, z1)− F (t, z2)‖ξ, ‖G(t, z1)−G(t, z2)‖ξ}

≤ Kξ(t)‖z1 − z2‖ε(ξ), z1, z2 ∈ A, t ∈ [0, T ],

for some self map ε : ID⊗IE → ID⊗IE.

Notation 5.1. We will require the following notation.
If ε : ID⊗IE → ID⊗IE, write εn, n ≥ 1, for the n-fold composition of ε with itself, i.e. εn(ξ) = ε(εn−1(ξ)), ξ ∈
ID⊗IE, n = 1, 2, . . . ,, with ε0 the identity map on ID⊗IE.

For each ξ ∈ ID⊗IE, let (ID⊗IE)ε,ξ be the orbit of ξ under ε, i.e.

(ID⊗IE)ε,ξ = {εn(ξ) : n = 0, 1, 2, . . . }
Definition 5.2: By a solution of (5.2) and (5.3) in the τs-topology, we shall refer to a solution of the stochastic integral
equation (5.5) that satisfies the following condition:

sup
ϑ∈(ID⊗IE)ε,ξ

sup
x∈[0,L]

sup
s∈[0,t]

‖X(t,X)‖2ϑ <∞, ξ ∈ ID⊗IE (5.6)
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5.1 Solutions in the τs-Topology

Theorem 5.3: Suppose that the following conditions are satisfied:

max{‖µ(s,B)‖Υ, ‖σ(s,B)‖Υ, ‖π(s,B)‖B(Υ)} ≤ cµσπ(s)ωµσπ(B). (5.7)

for some nonnegative, locally bounded functions cµσπ on IR+, σ-finite measure ωµσπ on (IR,B(IR), is absolutely
continuous with respect to the Lebesgue measure on (IR, B(IR)), with locally bounded Radon-Nikodym derivative ωµσπ
and arbitrary α, β ∈ SΥ, (s,B) ∈ IR+ × B(IRd).
Then the QSPDE(5.2), equipped with conditions (5.3) and (5.6) possesses a unique solution in the τs-topology.

Proof. Existence: This will be proved by means of a Picard’s iteration process. Let X0(t, x) = X0(x), x ∈ [0, L],
t ∈ [0, T ]. Then, t 7−→ X0(t, x), t ∈ [0, T ] is adapted, for each x ∈ [0, L]. Introduce the iterative scheme

Xn+1(t, x) =

∫ L

0

X0(y)G(t;x, y)dy +

∫ t

0

∫ L

0

G(t− s;x, y)[E(Xn(s, x), s) ∧π (ds, dx)

+F (Xn(s, x), s)Aµ(ds, dx) +G(Xn(s, x), s)A†σ(ds, dx)], n = 0, 1, 2, . . .

From the adaptedness of X0, it follows that {Xn(·, x) : n = 1, 2, . . . } is a sequence of adapted stochastic processes, for
each x ∈ [0, L]. Define Zn(t, x) = Xn+1(t, x)−Xn(t, x), n = 0, 1, 2, . . . . Then

Zn(t, x) =

∫ t

0

∫ L

0

G(t− s, x, y)[(E(s,Xn(s, x))− E(s,Xn−1(s, x))) ∧π (ds, dx)

+(F (s,Xn(s, x))− F (s,Xn−1(s, x)))Aµ(ds, dx) + (G(s,Xn(s, x))−G(s,Xn−1(s, x)))A†σ(ds, dx)],

n = 1, 2, . . . ; whence for arbitrary ξ = u⊗ e(β) ∈ ID⊗IE, we have

‖Zn(t, x)‖2ξ ≤ 3

∫ t

0

∫ L

0

G(t− s;x, y)2[‖(E(s,Xn(s, x))− E(s,Xn−1(s, x)))‖2ξ ×

|〈β(s), π(s, dx)β(s)〉|
+‖(F (s,Xn(s, x))− F (s,Xn−1(s, x)))‖2ξ|〈β(s), µ(s, dx)〉|
+‖(G(s,Xn(s, x))−G(s,Xn−1(s, x)))‖2ξ|〈β(s), σ(s, dx)〉|]ds,

≤ CTξ

∫ t

0

∫ L

0

G(t− s;x, y)2‖Zn−1(s, y)‖2ε(ξ)ωµσπ(dy)ds,

where CTξ = 9

(
sup

0≤s≤T
[kξ(s)Cµσπ(s) max(‖β(s)‖2, ‖β(s)‖)]

)
. Let

Z(t)2
ξ = sup

r∈(ID⊗IE)ε,ξ

sup
x∈[0,L]

sup
s∈[0,t]

‖Zn(t, x)‖2r, t ∈ [0, T ], ξ ∈ ID⊗IE

Then, from G(i), G(iii) above, whence
∫ ∞
∞

G(t;x, y)2dy ≤ cT /
√
t, for all x ∈ [0, L],

we get

Zn(t)2
ξ ≤ 3cTCTξ

(
sup

0≤s≤T
[ωµσπ(s)]

)∫ t

0

1√
t− s

Zn−1(s)2
ξds, t ∈ [0, T ].

Choose any p ∈ (1, 2) and estimate the integral, using Hölder’s inequality, to obtain

Zn(t)2q
ξ ≤ KTξ

∫ t

0

Zn−1(s)2q
ξ ds, q =

p

p− 1
, with p ∈ (1, 2), t ∈ [0, T ]

where KTξ is some positive constant. Applying a form of Gronwall’s Lemma we get

Zn(t)2q
ξ ≤ Z0(t)2q

ξ (KTξt)
n/(n)!, n = 0, 1, 2, . . . , t ∈ [0, T ].

Hence as
(

2q
√
KTηξt

)n
/ 2q
√

(n!) is the general term of a convergent infinite series of nonnegative numbers, the last

inequality implies
∞∑
n=1

Zn(t)ξ < ∞, t ∈ [0, T ]. From the definition of Zn(t)ξ it follows that the sequence Xn(t, x) is

τs-convergent in A to some X(t, x) for arbitrary (t, x) ∈ [0, T ]× [0, L], whence the sequence∫ t

0

∫ L

0

G(t− s;x, y)[E(s,Xn(s, x)) ∧π (ds, dx) + F (s,Xn(s, x))Aµ(ds, dx)

+G(s,Xn(s, x))A†σ(ds, dx)]
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also τs-converges to∫ t

0

∫ L

0

G(t− s;x, y)[E(s,X(s, x)) ∧π (ds, dx) + F (s,X(s, x))Aµ(ds, dx)

+G(s,X(s, x))A†σ(ds, dx)],

for arbitrary (t, x) ∈ [0, T ]× [0, L], showing that X is a solution of (5.5). Finally, since each t 7−→ Xn(t, ·), t ∈ [0, T ],
is adapted for each n, it follows that t 7−→ X(t, ·), t ∈ [0, T ] is adapted. This concludes the proof of the existence of a
solution of (5.5) and hence of (5.2) and (5.3).

Uniqueness: Suppose X and Y both solve (5.5). Then, with Z = X − Y , we have

Z(t, x) =

∫ t

0

∫ L

0

G(t− s;x, y)[(E(s,X(s, x))− E(s, Y (s, x))) ∧π (ds, dx)

+(F (s,X(s, x))− F (s, Y (s, x)))Aµ(ds, dx)

+(G(s,X(s, x))−G(s, Y (s, x)))A†σ(ds, dx)].

Let ξ ∈ ID⊗IE be arbitrary and

Z(t)2
ξ = sup

ϑ∈(ID⊗IE)ε,ξ

sup
x∈[0,L]

sup
s∈[0,t]

‖Z(t, x)‖ϑ, t ∈ [0, T ].

Then arguing as above, we get

Z(t)2q
ξ ≤ KTξ

∫ t

0

Z(s)2q
ξ ds, q =

p

p− 1
, with p ∈ (1, 2), t ∈ [0, T ].

where KTξ is some positive constant. Applying Gronwall’s Lemma, it follows that Z(t)ξ = 0, for arbitrary ξ ∈ ID⊗IE
and each t ∈ [0, T ], whence X(t, x) = Y (t, x) for all (t, x) ∈ [0, T ]× [0, L]. This proves uniqueness.
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STOCHASTIC DIFFERENTIAL INCLUSIONS

M. O. OGUNDIRAN1 AND E. O. AYOOLA

ABSTRACT. This work is concerned with the existence of so-
lution of Quantum stochastic differential inclusions in the sense
of Caratheodory. The multivalued stochastic process involved
which is non-convex is Scorza-Dragoni lower semicontinuous
(SD-l.s.c.) hence giving rise to a directionally continuous se-
lection. The Quantum stochastic differential inclusion is driven
by annihilation, creation and gauge operators.
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Scorza Dragoni’s property, quantum stochastic processes.
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1. INTRODUCTION

The vast applications of differential inclusions in control theory,
economic model, evolution inclusions to mention a few, had made
the study of differential inclusions of great interest [1], [8], [18].
Likewise, the quantum stochastic differential inclusions which is a
multivalued generalization of quantum stochastic differential equa-
tion of Hudson and Parthasarathy has vast applications. This ex-
tension was first done in [9] in which the existence of solutions of
Lipschitzian quantum stochastic differential inclusions was estab-
lished. The study of solution set of this problem was done in [2], [3]
and references cited there. The case of discontinuous quantum sto-
chastic differential inclusions has application in the study of optimal
quantum stochastic control [15]. The quantum stochastic calculus
is driven by quantum stochastic processes called annihilation, cre-
ation and gauge arising from quantum field operators.
A multivalued map that is lower semicontinuous and convex-valued
has continuous selection by Michael selection theorem, but if the
convexity is dropped the continuous selection does not exist. But
for a differential inclusion with lower semicontinuous multifunction
that is not convex-valued, there is an analogue of Michael selection

Received by the editors April 20, 2012; Revised: May 31, 2012; Accepted: June 6,
2012
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theorem called the directionally continuous selection [4] which gave
rise to a class of discontinuous differential equations. A more gen-
eral case of this selection for infinite dimensional space is found in
[5].
The quantum stochastic differential inclusions considered in this
work has its coefficients to be multivalued stochastic processes that
have a special form of lower semicontinuity called Scorza-Dragoni
lower semicontinuous case. It is noteworthy that the Scorza-Dragoni
property is a multivalued generalization of Lusin property[14]. The
directionally continuous selection of the Scorza-Dragoni of the mul-
tifunction gave rise to a class of quantum stochastic differential
equations considered in [16] which have solutions in the sense of
Caratheodory. Apart from the application of this work in quantum
stochastic control, another motivation for the work is the applica-
tion of the results in the study of non-convex quantum stochastic
evolution inclusions which shall be considered in a later work.
In section 2 we give preliminaries which are essential for the work
and we prove the main results in section 3.

2. PRELIMINARY

In what follows, if U is a topological space, we denote by clos(U),
the collection of all non-empty closed subsets of U.
To each pair (D,H) consisting of a pre-Hilbert space D and its
completion H , we associate the set L+

w(D,H) of all linear maps x
from D into H , with the property that the domain of the operator
adjoint contains D. The members of L+

w(D,H) are densely-defined
linear operators on H which do not necessarily leave D invariant
and L+

w(D,H) is a linear space when equipped with the usual no-
tions of addition and scalar multiplication.
To H corresponds a Hilbert space Γ(H) called the boson Fock space
determined by H . A natural dense subset of Γ(H) consists of linear
space generated by the set of exponential vectors(Guichardet, [12])
in Γ(H) of the form

e(f) =

∞⊕
n=0

(n!)−
1
2

n⊗
f, f ∈ H

where
⊗0 f = 1 and

⊗n f is the n-fold tensor product of f with
itself for n ≥ 1.
In what follows, D is some pre-Hilbert space whose completion is
R and γ is a fixed Hilbert.
L2
γ(R+)(resp. L2

γ([0, t)), resp. L2
γ([t,∞)) t ∈ R+) is the space of
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square integrable γ-valued maps on R+ (resp.[0, t), resp.[t,∞)).
The inner product of the Hilbert space R ⊗ Γ(L2

γ(R+)) will be
denoted by 〈., .〉 and ‖ . ‖ the norm induced by 〈., .〉 .
Let E,Et and Et, t > 0 be linear spaces generated by the exponential
vectors in Fock spaces Γ(L2

γ(R+)),Γ(L
2
γ([0, t))) and Γ(L2

γ([t,∞)))
respectively ;

A ≡ L+
w(D⊗E,R⊗ Γ(L2

γ(R+)))

At ≡ L+
w(D⊗Et,R⊗ Γ(L2

γ([0, t))))⊗ I
t

At ≡ It ⊗ L+
w(E

t,Γ(L2
γ([t,∞)))), t > 0

where ⊗ denotes algebraic tensor product and It(resp.I
t) denotes

the identity map on R⊗ Γ(L2
γ([0, t))))(resp.Γ(L

2
γ([t,∞)))), t > 0

For every η, ξ ∈ D⊗E define

‖ x ‖η,ξ=| 〈η, xξ〉 |, x ∈ A

then the family of seminorms

{‖ . ‖ηξ: η, ξ ∈ D⊗E}

generates a topology τw , weak topology .
The completion of the locally convex spaces (A, τw) , (At, τw) and

(At, τw) are respectively denoted by Ã , Ãt and Ãt.

We define the Hausdorff topology on clos(Ã) as follows:

For x ∈ Ã , M,N ∈ clos(Ã) and η, ξ ∈ D⊗E, define

ρηξ(M,N ) ≡ max(δηξ(M,N ), δηξ(N ,M))

where

δηξ(M,N ) ≡ sup
x∈M

dηξ(x,N ) and

dηξ(x,N ) ≡ inf
y∈N

‖ x− y ‖ηξ .

The Hausdorff topology which shall be employed in what follows,
denoted by, τH , is generated by the family of pseudometrics {ρηξ(.) :
η, ξ ∈ D⊗E}
Moreover, if M ∈ clos(Ã) , then ‖ M ‖ηξ is defined by

‖ M ‖ηξ≡ ρηξ(M, {0});
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for arbitrary η, ξ ∈ D⊗E.
For A,B ∈ clos(C) and x ∈ C , a complex number, define

d(x,B) ≡ inf
y∈B

| x− y |
δ(A,B) ≡ sup

x∈A
d(x,B)

and ρ(A,B) ≡ max(δ(A,B), δ(B,A)).

Then ρ is a metric on clos(C) and induces a metric topology on the
space.

Let I ⊆ R+. A stochastic process indexed by I is an Ã-valued mea-
surable map on I.

A stochastic process X is called adapted if X(t) ∈ Ãt for each t ∈ I.

We write Ad(Ã) for the set of all adapted stochastic processes in-
dexed by I.

Definition 1: A member X of Ad(Ã) is called
(i) weakly absolutely continuous if the map t �→ 〈η,X(t)ξ〉 , t ∈ I
is absolutely continuous for arbitrary η, ξ ∈ D⊗E

(ii) locally absolutely p-integrable if ‖ X(.) ‖pηξ is Lebesgue - mea-
surable and integrable on [0, t) ⊆ I for each t ∈ I and arbitrary
η, ξ ∈ D⊗E.

We denote by Ad(Ã)wac(resp.L
p
loc(Ã)) the set of all weakly, abso-

lutely continuous(resp. locally absolutely p-integrable) members of

Ad(Ã).
Stochastic integrators : Let L∞

γ,loc(R+) [resp.L
∞
B(γ),loc(R+)] be the lin-

ear space of all measurable , locally bounded functions from R+ to
γ [resp. to B(γ) , the Banach space of bounded endomorphisms of
γ]. If f ∈ L∞

γ,loc(R+) and π ∈ L∞
B(γ),loc(R+) , then πf is the member

of L∞
γ,loc(R+) given by (πf)(t) = π(t)f(t) , t ∈ R+.

For f ∈ L2
γ(R)+ and π ∈ L∞

B(γ),loc(R+); the annihilation , creation

and gauge operators, a(f), a+(f) and λ(π) in L+
w(D,Γ(L

2
γ(R)+))

respectively, are defined as:

a(f)e(g) = 〈f, g〉L2
γ(R+)e(g)

a+(f)e(g) =
d

dσ
e(g + σf) |σ=0

λ(π)e(g) =
d

dσ
e(eσπf) |σ=0

g ∈ L2
γ(R)+

For arbitrary f ∈ L∞
γ,loc(R+) and π ∈ L∞

B(γ),loc(R+) , they give rise
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to the operator-valued maps Af , A
+
f and Λπ defined by:

Af(t) ≡ a(fχ[0,t))

A+
f (t) ≡ a+(fχ[0,t))

Λπ(t) ≡ λ(πχ[0,t))

t ∈ R+ , where χI denotes the indicator function of the Borel set I ⊆
R+. The maps Af , A

+
f and Λπ are stochastic processes , called anni-

hilation, creation and gauge processes , respectively, when their val-
ues are identified with their amplifications onR⊗Γ(L2

γ(R+)). These
are the stochastic integrators in Hudson and Parthasarathy[13] for-
mulation of boson quantum stochastic integration.

For processes p, q, u, v ∈ L2
loc(Ã), the quantum stochastic integral:

∫ t

t0

(
p(s)dΛπ(s) + q(s)dAf(s) + u(s)dA+

g (s) + v(s)ds
)
, t0, t ∈ R+

is interpreted in the sense of Hudson-Parthasarathy[13] The defini-
tion of Quantum stochastic differential Inclusions follows as in [9].
A relation of the form

dX(t) ∈ E(t, X(t))dΛπ(t) + F (t, X(t))dAf(t)

+G(t, X(t))dA+
g (t) +H(t, X(t))dt almost all t ∈ I

X(t0) = x0

(1)

is called Quantum stochastic differential inclusions(QSDI) with co-
efficients E, F,G,H and initial data (t0, x0).
Equation(1) is understood in the integral form:

X(t) ∈ x0 +

∫ t

t0

(
E(s,X(s))dΛπ(s) + F (s,X(s))dAf(s)

+G(s,X(s))dA+
g (s) +H(s,X(s))ds

)
, t ∈ I

called a stochastic integral inclusion with coefficients E, F,G,H and
initial data (t0, x0)
An equivalent form of (1) has been established in [9], Theorem 6.2
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as :

(μE)(t, x)(η, ξ) = {〈η, μαβ(t)p(t, x)ξ〉 : p(t, x) ∈ E(t, x)}
(νF )(t, x)(η, ξ) = {〈η, νβ(t)q(t, x)ξ〉 : q(t, x) ∈ F (t, x)}
(σG)(t, x)(η, ξ) = {〈η, σα(t)u(t, x)ξ〉 : u(t, x) ∈ G(t, x)}

P(t, x)(η, ξ) = (μE)(t, x)(η, ξ) + (νF )(t, x)(η, ξ)

+ (σG)(t, x)(η, ξ) +H(t, x)(η, ξ)

H(t, x)(η, ξ) = {v(t, x)(η, ξ) : v(., X(.))

is a selection of H(., X(.))∀ X ∈ L2
loc(Ã)}

(2)

Then Problem (1) is equivalent to

d

dt
〈η,X(t)ξ〉 ∈ P(t, X(t))(η, ξ)

X(t0) = x0

(3)

for arbitrary η, ξ ∈ D⊗E , almost all t ∈ I. Hence the existence
of solution of (1) implies the existence of solution of (3) and vice-
versa.
As explained in [9], for the map P,

P(t, x)(η, ξ) �= P̃(t, 〈η, xξ〉)
for some complex-valued multifunction P̃ defined on I×C for t ∈ I,
x ∈ Ã, η, ξ ∈ D⊗E.
Definition 2: For an arbitrary η, ξ ∈ D⊗E, let M > 0 , we define
a set ΓM

ηξ , as

ΓM
ηξ = {(t, x) ∈ I × Ã :| 〈η, xξ〉 |≤ Mt}

Let (t0, x0) ∈ I×Ã and ε > 0. For an arbitrary η, ξ ∈ D⊗E, (t0, x0)

∈ I × Ã and δ > 0, the family of conical neighbourhoods;

ΓM
ηξ((t0, x0), δ) = {(t, x) ∈ I × Ã :‖ x− x0 ‖ηξ≤ M(t− t0),

t0 ≤ t < t0 + δ}
generates a topology, τ+, which satisfies the following property:
(P) For every pair of sets A ⊂ B, with A closed and B open(in the
original topology), there exists a set C, closed-open with respect to
τ+, such that A ⊂ C ⊂ B.
This topology follows from [5] and the references cited there.
Definition 3: (i) For an arbitrary pair η, ξ ∈ D⊗E a map Φ : I ×
Ã → Ã will be said to be ΓM

ηξ -continuous(directionally continuous
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or τ+-continuous) at a point (t0, x0) ∈ I × Ã , if for every ε > 0
there exists δ > 0 such that

‖ Φ(t, x)− Φ(t0, x0) ‖ηξ≤ ε if t0 ≤ t ≤ t0 + δ and ‖ x− x0 ‖ηξ
≤ M(t− t0)

(ii) For an arbitrary η, ξ ∈ D⊗E, S ⊂ Ã, a sesquilinear-form valued

map Ψ : S → 2sesq(D⊗E)2 will be said to be lower semicontinuous on
S if for every closed subset C of C the set {s ∈ S : Ψ(s)(η, ξ) ⊂ C}
is closed in S.
We remark that if E, F,G,H are lower semicontinuous on S, then
the sesquilinear-form valued P is lower semicontinuous on S.
A multivalued generalization of Lusin property which is called Scor-
za - Dragoni property [14] employed in [6] is used to define the form
of lower semicontinuity in this work. The well-known Lusin prop-
erty is the following.
Definition 4:(Lusin’s property)LetX and Y be two separable met-
ric spaces and let f : I ×X → Y be function such that
(i)t → f(t, u) is measurable for every u ∈ X
(ii) u → f(t, u) is continuous for almost every t ∈ I , I ⊆ R+.
Then, for each ε > 0, there exists a closed set A ⊆ I such that
λ(I \A) < ε , (λ is the Lebesgue measure on R) and the restriction
of f to A×X is continuous.

Definition 5: A sequilinear- form valued map Ψ : [0, T ] × Ã →
2sesq(D⊗E)2 is Scorza-Dragoni lower semicontinuous (SD-l.s.c.) on

[0, T ] × Ã if there exists a sequence of disjoint compact sets Jn ⊂
[0, T ], with meas([0, T ] \⋃n∈NJn) = 0 such that Ψ is lower semicon-

tinuous on each set Jn × Ã.
If Ψ is lower semicontinuous and convex-valued then by Michael se-
lection theorems, there exists continuous selection of Ψ. But if the
convexity is removed and Ψ is not decomposable valued multifunc-
tion then the existence of continuous selection is not guaranteed.
However, a non-convex analogue of Michael selection is Directional
continuous selection result in [4] and for infinite dimensional space
in [5]. We established in this work that such selection exists for
SD-lsc multivalued stochastic process.
For an arbitrary η, ξ ∈ D⊗E , if Ψ ∈ μE, νF, σG,H appearing in
(1) are SD-lsc then the map (t, x) → P(t, x)(η, ξ) is SD-lsc.
A quantum stochastic differential inclusion will be said to be SD-
lower semicontinuous if the coefficients are SD-lsc.

3. MAIN RESULTS
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Theorem 1: For almost all t ∈ I, η, ξ ∈ D⊗E. Suppose the
following holds:
(i) The maps X → Ψ(t, X)(η, ξ), Ψ ∈ {μE, νF, σG,H} are non-
empty lower semicontinuous multivalued stochastic processes
(ii)The maps t → Ψ(t, X)(η, ξ) are closed

(iii) τ+ is a topology on I × Ã with property (P).
Then the sesquilinear form valued multifunction, (t, X(t)) →
P(t, X(t))(η, ξ)

P(t, X(t))(η, ξ) = (μE)(t, X(t))(η, ξ) + (νF )(t, X(t))(η, ξ)

+ (σG)(t, X(t))(η, ξ) +H(t, X(t))(η, ξ)

admits a τ+-continuous selection.
Proof: P is non-empty , since each of Ψ ∈ {μE, νF, σG,H} is non-
empty.
Therefore, P is a non-empty lower semicontinuous sesquilinear form-
valued multifunction.
We shall employ a similar procedure as in the proof of Theorem 3.2
in [5] to construct a τ+-continuous ε-approximate selections Pε of P,
hence by inductive hypothesis we obtain a τ+-continuous selection
P of P.
Let ε > 0 be fixed , since X → P(t, X)(η, ξ) is lower semicontinuous

, for every X(t) ∈ Ã , we choose point yηξ,X(t) ∈ P(t, X(t))(η, ξ)
and neighbourhood UX of X(t) such that

inf
yηξ,P(t)∈P(t,X(t′))(η,ξ)

| yηξ,X(t)− yηξ,P(t) |< ε ∀ X(t′) ∈ UX (4)

Now , let (Vα)α∈βε be a local finite open refinement of (UX)X(t)∈ ˜A ,

with Vα ⊂ UXα , and let (Wα)α∈βε be another open refinement such
that cl(Wα) ⊂ Vα for all α ∈ βε. By property (P), for each α , we
can choose a set Zα , clopen w.r.t. τ+, such that

cl(Wα) ⊂ int(Zα) ⊂ cl(Zα) ⊂ Vα (5)

Then (Zα)α is a local finite τ+ clopen covering of Ã . Let � be a
well-ordering of the set βε, define for each α ∈ βε ,

Ωε
α = Zα \ (

⋃
λ<α

Zλ)

Set Oε = (Ωε
α), α ∈ βε. By well-ordering , every x ∈ Ã belongs to

exactly one set Ωε
α where α = min{α ∈ βε : x ∈ Zα}. Hence , Oε

is a partition of Ã. Moreover, since Zα is locally finite(wrt τ and
therefore wrt τ+), the sets

⋃
λ<α Zλ are τ+ clopen. Hence Oε is a

τ+ clopen disjoint covering of Ã such that, {cl(Ωε
α)} refines (Vα)α.
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By setting yεηξ,α = yηξ,Xα and Pε(t, X(t))(η, ξ) = yηξ,Xα, ∀α ∈ βε

we have τ+ continuous function Pε, which by (4), satisfies

inf
yηξ,P(t)∈P(t,X(t))(η,ξ)

| Pε(t, X(t))(η, ξ)− yηξ,P(t) |< ε

Therefore , there exists an ε-approximate selection Pε of P.
Since ε was arbitrarily chosen ,thus we have a τ+-continuous selec-
tion P of P. �
Theorem 2: Suppose the following holds for an arbitrary η, ξ ∈
D⊗E, Ψ ∈ {μE, νF, σG,H} :

(i) t → Ψ(t, X(t))(η, ξ) are measurable for all X ∈ Ã
(ii) X → Ψ(t, X(t))(η, ξ) are SD-lower semicontinuous with respect
to a seminorm ‖ . ‖ηξ , for almost all t ∈ I
(iii) Ψ are integrably bounded, that is, there exists LΨ

ηξ(t) ∈ L1(I)

such that, a.e. t ∈ I, for all X ∈ Ã,

inf
y∈Ψ(t,x)(η,ξ)

| y |≤ LΨ
ηξ(t).

Then the SD-lower semicontinuous quantum stochastic differential
inclusions

d

dt
〈η,X(t)ξ〉 ∈ P(t, X(t))(η, ξ)

X(t0) = x0

(6)

has an adapted weakly absolutely continuous solution in the sense
of Caratheodory.
Proof: Since for arbitrary η, ξ ∈ D⊗E, Ψ ∈ μE, νF, σG,H are SD-
lower semicontinuous then P(t, x)(η, ξ) is SD-lower semicontinuous,

∀x ∈ Ã, a.e. t ∈ I. The sequence of disjoint compact sets Jn =⋂
Ψ JΨ

n and meas(I \ ∪n∈NJn) = 0 such that P(., .)(η, ξ) restricted

to Ωn = Jn × Ã is lower semicontinuous, with respect to ‖ . ‖ηξ.
Also, suppose Lηξ = 5maxLΨ

ηξ(t), then a.e. t ∈ I,

inf
y∈P(t,x)(η,ξ)

| y |≤ Lηξ(t),

for all X ∈ Ã
For each n ≥ 1, we can apply Theorem (1) and obtain τ+-continuous
selections Pn ∈ P.
For an arbitrary selection g from P, if we define

P (t, X)(η, ξ) =

{
Pn(t, X)(η, ξ) if t ∈ Jn,

g(t, X)(η, ξ) if t �∈ ∪n∈NJn
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then P is a τ+-continuous selection of P, such that | P (t, x)(η, ξ) |≤
Lηξ(t) < Ln,ηξ, for every (t, X) ∈ I × Ã, η, ξ ∈ D⊗E.
Then by applying Lusin’s property to each bound of Ln,ηξ, n ∈ N

the set of solutions of τ+-continuous quantum stochastic differential
equations is the solution set of (6) in the sense of Caratheodory. �
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ABSTRACT

We present a numerical method for constructing, with a spec-
ified accuracy attainability sets for Lipschitzian quantum stochas-
tic differential inclusions. Results here generalize the Komarov-
Pevchikh results concerning classical differential inclusions to the
present noncommutative quantum setting involving unbounded lin-
ear operators on a Hilbert space.
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1. INTRODUCTION

There are many problems in quantum stochastic control theory and in the
solutions of inclusions arising from regularization of discontinuous quantum
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stochastic differential equations that are concerned with the construction of at-
tainability sets for quantum stochastic differential inclusions (QSDI). As in the
classical cases attainability sets play prominent roles in the solutions of these prob-
lems. The computation of optimal control maps and the trajectories depends on the
ability to evaluate or estimate the attainability sets of quantum controllable sys-
tems. Approximations and estimations of attainability sets for quantum stochastic
differential inclusions are questions that have not been adequately addressed (if any
at all) unlike their classical counterparts (see [10,11] and the references therein).
Moreover in our bid to develop numerical schemes for quantum stochastic inclu-
sions of Lipschitzian, hypermaximal monotone and evolution types (see [5,6,7])
estimates of their attainability sets are crucial for the task.The development of
numerical schemes for quantum stochastic inclusions are very important since a
sizeable number of equations arising from applications are discontinous but can
be reformulated as regularized inclusions. Emphasis so far has been largely on nu-
merical procedures for continuous quantum stochastic differential equations with
high degree of smoothness of their matrix elements (see [2,3,4]). In this paper, we
present a method for approximating attainability sets for QSDI with a given accu-
racy.This is accomplished by adapting the techniques and arguments of Komarov
and Pevchikh [11] concerning classical inclusions to the present noncommutative
quantum setting involving inclusions in certain locally convex spaces.

The rest of the paper is organised as follows:- Section 2 is devoted to some
preliminary notations and statements of basic results of Ekhaguere [5] concerning
quantum stochastic generalization of the Fillipov existence theorem for classical
differential inclusions. The main result of this paper concerning the algorithm for
constructing the attainability set is established in Section 3.

2. PRELIMINARY NOTATIONS AND STATEMENTS

2.1. Notations

In what follows, as in Ekhaguere [5], we employ the locally convex topo-
logical state space Ã of noncommutative stochastic processes whose topology
is generated by the family of seminorms ‖x‖ηξ = |〈η, xξ〉| x ∈ Ã η, ξ ∈ ID ⊗ IE .
Moreover, we adopt the definitions and notations of spaces Ad(Ã), Ad(Ã)wac,

L p
loc(Ã), L∞

γ,loc(IR+).
If A is a topological space,then clos(A) (resp. comp(A)) denotes the collec-

tion of nonvoid closed (resp. compact) subsets of A.
We employ the Hausdorff topology τH on clos(Ã) determined by a family of

pseudo-metrics {ρηξ (·), η, ξ ∈ ID ⊗ IE} on clos(Ã) as explained in Ekhaguere [5].
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Similarly, for A, B ∈ clos(IC) and x ∈ IC , the complex numbers, let

d(x, A) = inf
y∈A

|x − y|
δ(A, B) = sup

x∈A
d(x, B)

and

ρ(A, B) = max(δ(A, B), δ(B, A)

Then we employ the metric topology on clos(IC) induced by ρ. The set-theoretic
operations are adopted as usual.

2.2. Quantum Stochastic Differential Inclusions

A multivalued stochastic process indexed by I ⊆ IR+ is a mutifunction on
I with values in clos(Ã). As in Ekhaguere [5], the set of all locally p-integrable
multivalued stochastic processes will be denoted by L P

loc(Ã)mvs ,p ∈ (0, ∞) while
L p

loc(I × Ã)mvs is the set of maps � : I × Ã �→ clos(Ã) such that the map t �→
�(t, X (t)) , t ∈ I lies in L P

loc(Ã)mvs for every X ∈ L p
loc(Ã).

For f, g ∈ L∞
γ,loc(IR+), π ∈ L∞

B(γ ),loc(IR+), 1 is the identity map on R ⊗

(L2

γ (IR+)) and M is any of the processes A f , A+
g , ∧π and s �→ s1, s ∈ IR+, then

the multivalued stochastic integral
∫ t

t0
�(s, X (s))d M(s) is adopted as in

Ekhaguere [5].
For E, F, G, H lying in L2

loc(I × Ã)mvs , we consider the quantum stochastic
integral inclusion given by

X (t) ∈ X0 +
∫ t

t0

(E(s, X (s))d ∧π (s) + F(s, X (s))d A f (s)

+ G(s, X (s))d A+
g (s) + H (s, X (s))ds), t ∈ I, (2.21)

with initial data (t0, X0) as in Ekhaguere [5].
For arbitrary η, ξ ∈ ID ⊗ IE , the inclusion (2.21) has been shown in [5,

Theorem 6.3] to be equivalent to the following first order initial value nonclassical
ordinary differential inclusion of nonclassical type

d

dt
〈η, X (t)ξ〉 ∈ P(t, X (t))(η, ξ )

X (t0) = X0, t ∈ [t0, T ] (2.22)

Where P(t, x)(η, ξ ) is a multivalued sesquilinear form on ID ⊗ IE with values in
clos(IC) (see [5, section 6] for details).

Next we summarise the result of Ekhaguere [5, Theorem 8.2] which gener-
alize the Fillipov existence theorem concerning classical differential inclusion to
the noncommutative quantum setting.
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Theorem 2.21 [5]. Assume that the following conditions hold

(a) Z : I �→ Ã lies in Ad(Ã)wac such that there exists positive function
Wηξ (t) satisfying

d
(

d

dt
〈η, Z (t)ξ〉, P(t, Z (t)(η, ξ )

)
≤ Wηξ (t)

(b) Each of the maps E, F, G, H is Lipschitzian from Q Z ,θ to (clos(Ã), τH )
where

Q Z ,θ = {(t, x) ∈ I × Ã : ‖x − Z (t)‖ηξ ≤ θ, ∀η, ξ ∈ ID ⊗ IE

and ‖x0 − Z (t0)‖ηξ ≤ θ}
(c) For arbitrary η, ξ ∈ ID ⊗ IE, t ∈ I ,

Eηξ (t) = ‖x0 − Z (t0)‖ηξ exp

(∫ t

t0

dsK P
ηξ (s)

)
+

∫ t

t0

dsWηξ (s)

× exp

(∫ t

t0

dr K P
ηξ (r )

)

If in addition,E, F, G, H are continuous from I × Ã to (clos(Ã), τH ), then there
exists a solution � of inclusion (2.21) such that

‖�(t) − Z (t)‖ηξ ≤ Eηξ (t), ‘ t ∈ J (2.23)

and ∣∣∣∣ d

dt
〈η, �(t)ξ〉 − d

dt
〈η, Z (t)ξ〉

∣∣∣∣ ≤ K P
ηξ (t)Eηξ (t) + Wηξ (t)

for almost all t ∈ J where J = {t ∈ I : Eηξ (t) ≤ θ} and K P
ηξ : I �→ (o, ∞) is the

Lipschitz function for P lying in L1
loc(I ).

3. THE ALGORITHM FOR APPROXIMATING THE
ATTAINABILITY SETS

Let η, ξ ∈ ID ⊗ IE be arbitrary. For simplicity of notations, we consider the
autonomous version of inclusion (2.22) given by

d

dt
〈η, X (t)ξ〉 ∈ P(X (t)(η, ξ )

(3.1)
X (t0) = X0

In connection with subsequent results, we list the following statements
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(a) The multivalued sesquilinear form P(x)(η, ξ ) is Lipschitzian with Lip-
schitz constant Kηξ , i.e

ρ(P(x)(η, ξ ), P(y)(η, ξ )) ≤ Kηξ‖x − y‖ηξ ∀x, y ∈ Ã

(b) For each x ∈ Ã, η, ξ ∈ ID ⊗ IE , P(x)(η, ξ ) is convex and compact in
IC , the complex field and contained in a sphere of sufficiently large
radius r and centre at the origin.

(c) For z ∈ Ã, η, ξ ∈ ID ⊗ IE we denote by zηξ := 〈η, zξ〉 and
Sr (zηξ ) = {x ∈ IC : |x − zηξ | ≤ r}, the sphere of radius r centre at zηξ

in IC .

Definition. 3.1. Let X0 ∈ Comp(Ã), η ξ ∈ ID ⊗ IE , we denote by X (τ, X0)
(η, ξ ) := X (τ )(η, ξ ) the set in IC formed at the instance τ ≥ 0 by the endpoints of
the matrix element 〈η, �(·)ξ〉 of solutions �(·) of differential inclusions (3.1) that
starts in X0,η,ξ := {〈η, x0ξ〉/x0 ∈ X0}. X (τ )(η, ξ ) is referred to as the attainability
set of (3.1) at the instant τ .

Next, we describe an algorithm for the numerical approximation of the at-
tainability set X (τ, X0)(η, ξ ) in a given interval [0, T ] and with a given accuracy.
Our method, which is an adaptation of the techniques and arguments in [11],
consists of constructing a multivalued map Yηξ : [0, T ] �→ Comp(IC) that satisfies
the inequality

ρ(X (t, X0)(η, ξ ), Yηξ (t)) ≤ ε

∀ t ∈ [0, T ] and for arbitrary small number ε, for each pair η, ξ ∈ ID ⊗ IE .

We fix an arbitrary q-net {Xq} in Ã so that {〈η, Xqξ〉} is a q-net in IC , the
complex field such that any bounded set in IC contains only a finite number of
points belonging to the q-net {〈η, Xqξ〉}, q ∈ IR+.

We obtain an N equal partition of the interval [0, T ] = {[ti , ti+1]i = 0,

1, 2 . . . N − 1} of length h = T
N so that ti = i T

N , t0 = 0
We shall approximate X (t)(η, ξ ) by a mapping t �→ Yηξ (t) such that at

the instants ti , i = 0, 1, 2..N , the set Yi,ηξ := Yηξ (ti ) are chosen from the q-net
{〈η, Xqξ〉} and for s ∈ [ti , ti+1] they are given by

Yηξ (s) = 1

h
[Yi+1,ηξ (s − ti ) + Yi,ηξ (ti+1 − s)] (3.2)

The algorithm for constructing the sets Yi,ηξ , i = 0, 1.2..N is as follows:
Y0,ηξ is an approximation of the initial set X0,ηξ = {〈η, x0ξ〉/x0 ∈ X0} by points
from the q-net {〈η, Xqξ〉} given by

Y0,ηξ = {uηξ ∈ {〈η, Xqξ〉}/d(uηξ , X0,ηξ ) ≤ q} (3.3)
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The sets Yi,ηξ , i = 1, 2 . . . N are given by the equality

Yi,ηξ =
⋃

yηξ ∈Yi−1,ηξ

W (yηξ ) (3.4)

and

W (yηξ ) = {pηξ ∈ {〈η, Xqξ〉}
⋂

Sq+hr (yηξ )/d(yηξ , pηξ − h P(p)(η, ξ )) ≤ γ

Where pηξ = 〈η, pξ〉 yηξ = 〈η, yξ〉 for some p, y ∈ {Xq} ⊂ Ã and γ = 2q +
hKηξ q + h2r Kη,ξ .

The formulae (3.2)–(3.4) define the map t �→ Yηξ (t) in the interval [0,T].
We have the following result.

Theorem 3.2. Let the parameters q and N be chosen such that

N ≥ 4rT exp(T Kηξ )

ε
(3.5)

q ≤ KηξrT 2

N 2
(3.6)

Then the inequality

ρ(X (t, X0)(η, ξ ), Yηξ (t)) ≤ ε

∀ t ∈ [0, T ] holds.

Proof: The proof will be accomplished in two parts. First we prove that

YN ,ηξ ⊂ X (T )(η, ξ ) + Sε(0) (3.7)

by taking an arbitrary point yN ,ηξ ∈ YN ,ηξ and show that a trajectory �(·) of the
inclusion (3.1) exists such that

‖�(T ) − yN ‖ηξ ≤ ε

where yN ,ηξ = 〈η, yN ξ〉 for some member yN of the q-net {Xq} ⊂ Ã.
From yN ,ηξ , we construct a sequence of elements yi,ηξ , i = 0, 1 . . . N − 1

such that yi,ηξ ∈ Yi,ηξ as follows:
If yi,ηξ is already known, then we take an arbitrary element from the set

yi,ηξ − h P(yi )(η, ξ ) + Sγ (0)

as yi−1,ηξ .
It follows from the definition of Yi,ηξ that there exists at least one point

yi−1,ηξ ∈ Yi−1,ηξ since

(yi,ηξ − h P(yi )(η, ξ ) + Sγ (0))
⋂

Yi−1,ηξ �= ∅.
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By the definition of Yi,ηξ , y0,ηξ ∈ Y0,ηξ implies that

d(y0,ηξ , X0,ηξ ) ≤ q.

The distance between yi,ηξ , and yi+1,ηξ can be estimated as follows:
Let yi,ηξ ∈ Yi,ηξ then
yi,ηξ ∈ W (y′

ηξ ) for some y′
ηξ ∈ Yi−1,ηξ

i.e |yi,ηξ − y′
ηξ | < q + hr (3.8)

and yi+1,ηξ ∈ Yi+1,ηξ implies that yi+1,ηξ ∈ W (y′′
ηξ ) for some y′′

ηξ ∈ Yi,ηξ

i.e |yi+1,ηξ − y′′
ηξ | < q + hr (3.9)

setting yi,ηξ = y′′
ηξ ∈ Yi,ηξ , then from (3.9)

|yi+1,ηξ − yi,ηξ | ≤ q + hr

i.e ‖yi+1 − yi‖ηξ ≤ q + hr < γ + hr ∀ i.

We now consider a complex valued map defined by

Zηξ (s) = 1

h
[(ti+1 − s)yi,ηξ + (s − ti )yi+1,ηξ ]

for s ∈ [ti , ti+1], i = 0, 1, 2 . . . N − 1. Clearly, Zηξ (ti ) = yi,ηξ and for s ∈ [ti , ti+1)

d

ds
Zηξ (s) = 1

h
(yi+1,ηξ − yi,ηξ )

Again, since

yi,ηξ ∈ yi+1,ηξ − h P(yi+1)(η, ξ ) + Sγ (0)

then,

d

ds
Zηξ (s) = 1

h
(yi+1,ηξ − yi,ηξ ) ∈ P(yi+1)(η, ξ ) + γ

h
S1(0) (3.10)

for some map Z : I �→ Ã. It is clear that Z is weakly absolutely continuous by
definition.

Inclusion (3.10) implies that

d
(

d

ds
〈η, Z (s)ξ〉, P(Z (ti+1))(η, ξ )

)
≤ γ

h
(3.11)

By the noncommutative quantum version of the Filipov Theorem (2.21), there
exists a solution � of (3.1) with the initial condition �(0) = x0 where ‖x0 −
y0‖ηξ ≤ q such that for all t ∈ [0, T ],

‖�(t) − Z (t)‖ηξ ≤ E(t)
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where

E(t) ≤ qeKηξ t +
∫ t

0
d
(

d

ds
〈η, Z (s)ξ〉, P(Z (s))(η, ξ )

)
eKηξ (t−s)ds (3.12)

We now estimate

d
(

d

ds
〈η, Z (s)ξ〉, P(Z (s))(η, ξ )

)
.

First we claim that

‖yi+1 − Z (s)‖ηξ ≤ γ + hr.

This follows since by definition of Zηξ (s) above

Z (s) = 1

h
[(ti+1 − s)yi + (s − ti )yi+1]

so that

yi+1 − Z (s) =
(

1 − s − ti
h

)
yi+1 −

(
ti+1 − s

h

)
yi

Hence

‖yi+1 − Z (s)‖ηξ ≤ ‖yi+1 − yi‖ηξ ≤ γ + hr

Now we have

d
(

d

ds
〈η, Z (s)ξ〉, P(Z (s))(η, ξ )

)

≤ d
(

d

ds
〈η, Z (s)ξ〉, P(yi+1)(η, ξ )

)
+ ρ(P(yi+1)(η, ξ ), P(Z (s))(η, ξ ))

≤ d
(

d

ds
〈η, Z (s)ξ〉, P(yi+1)(η, ξ )

)
+ Kηξ‖yi+1 − Z (s)‖ηξ

≤ γ

h
+ Kηξ (γ + hr ) := Dηξ ,

by using (3.11) and the fact that P(x)(η, ξ ) is Lipschitzian.
From (3.12), we obtain the estimate

‖�(t) − Z (t)‖ηξ ≤ qeKηξ t +
∫ t

0
Dηξ eKηξ (t−s)ds

so that by evaluating the integral in the last inequality, we obtain

‖�(t) − Z (t)‖ηξ ≤ eKηξ t

(
q + Dηξ

Kηξ

)
− Dηξ

Kηξ

.

The last inequality holds in particular for t = T .
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If the parameters N and q are chosen such that inequality (3.5) and (3.6) are
satisfied then

‖�(T ) − Z (T )‖ηξ ≤ ε

i.e. expression (3.7) holds.
Similar constructions can also be carried out for all ti , i = 1, 2 . . . N − 1

and so the inclusion

Yηξ (ti ) ⊂ X (ti )(η, ξ ) + Sε(0)

holds for all i .
Again, following Theorem (2.21) and the choice of q and N , this inclusion

is also true for all s ∈ [ti , ti+1].
To complete the proof, we need to show that the opposite inclusion

X (t)(η, ξ ) ⊂ Yηξ (t) + Sε(0) (3.13)

holds ∀t ∈ [0, T ].
To this end we employ the following Lemma as in [11].

Lemma 3.3. If X0,ηξ ⊂ Y0,ηξ + Sq (0) then X (ti )(η, ξ ) ⊂ Yηξ (ti ) + Sq (0)∀i =
1, 2 . . . N .

Proof: Let the assertion of the Lemma hold for all i = 0, 1, 2 . . . l. Then we
shall show that it holds for i = l + 1 as well and so holds for all i = 0, 1, 2 . . . N .
We fix an arbitrary point xl+1,ηξ in X (tl+1)(η, ξ ). In the q-neighbourhood of this
point in IC , there is a point yl+1,ηξ belonging to the q-net {〈η, xqξ〉} such that
yl+1,ηξ = 〈η, yl+1ξ〉 for some yl+1 in the q-net {xq} ⊂ Ã. We shall show that
yl+1,ηξ ∈ Yl+1,ηξ . As a result, this will establish the assertion of the Lemma.

We denote by xηξ (·) the matrix element of the weakly absolutely continuos
trajectory x(·) of the inclusion (3.1) that leads to the point xl+1,ηξ in X (tl)(η, ξ ).
Let xηξ (·) start at some point xl,ηξ in X (tl)(η, ξ ). In the q-neighbourhood of xl,ηξ

there is also a point yl,ηξ from the net {〈η, Xqξ〉} such that yl,ηξ = 〈η, ylξ〉 for
some member yl ∈ {Xq}.

To prove that yl+1,ηξ ∈ Yl+1,ηξ it suffices to show that the inequality

d(yl+1,ηξ − h P(yl+1)(η, ξ ), yl,ηξ ) ≤ γ

is satisfied. We have

d(yl,ηξ , yl+1,ηξ − h P(yl+1)(η, ξ )) = min
fηξ ∈P(yl+1)(η,ξ )

|yl+1,ηξ − h fηξ − yl,ηξ |
= min

fηξ ∈P(yl+1)(η,ξ )
|yl+1,ηξ − xl+1,ηξ + xl+1,ηξ − h fηξ − yl,ηξ + xl,ηξ

−xl,ηξ | ≤ 2q + min
fηξ ∈P(yl+1)(η,ξ )

|xl+1,ηξ − h fηξ − xl,ηξ |
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Since xl,ηξ ∈ X (tl)(η, ξ ) then by our hypothesis and the construction of the se-
quence of elements of Yηξ (tl), we have

xl,ηξ = xl+1,ηξ − h f 0
ηξ + d0

where f 0
ηξ ∈ P(xl+1)(η, ξ ) and d0 ∈ Sh2r Kηξ

(0) ⊂ Sγ (0).
We finally obtain

d(yl,ηξ , yl+1,ηξ − h P(yl+1)(η, ξ ))

≤ hρ(P(yl+1)(η, ξ ), P(xl+1)(ηξ )) + 2q + h2r Kηξ

≤ 2q + hKηξ |yl+1,ηξ − xl+1,ηξ | + h2r Kηξ

≤ 2q + hq Kηξ + h2r Kηξ = γ

Since xl+1,ηξ ∈ X (tl+1)(η, ξ ) is arbitrary, it follows that

X (tl+1)(η, ξ ) ⊂ Yηξ (tl+1) + Sq (0)

thus proving Lemma (3.3).
Since q < ε, it follows from the Lemma that the inclusion (3.13) holds

∀ ti , i = 0, 1, 2 . . . N .
It follows from Theorem (2.21) that (3.13) holds for intermediate values

of t .
This complete the proof of Theorem (3.2). �
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Abstract
We establish the existence and some properties of viable solutions of lower semi-
continuous quantum stochastic differential inclusions within the framework of the
Hudson–Parthasarathy formulations of quantum stochastic calculus. The main results
here are accomplished by establishing a major auxiliary selection result. The results
here extend the classical Nagumo viability theorems,valid on finite dimensional
Euclidean spaces, to the present infinite dimensional locally convex space of non-
commutative stochastic processes.
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1 Introduction

This paper continues our previous works in [4–9,12–16,19,20]. On this occasion, the
existence and some properties of viable solutions of lower semicontinouos quantum
stochastic differential inclusions (QSDI) are established. In our previous considera-
tions, existence of solutions were sought and established globally in the locally convex
space of solutions. In this work, the global requirement are removed by restricting the
solution space to a subset of the entire space satisfying some topological conditions.
By employing the multivalued analogue of quantum stochastic calculus developed by
Hudson and Parthasarathy [17], in the framework of [13,19] the main results of this
paper are established.
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It is well known that classical differential inclusions could be solved by reducing
them to differential equations through selection theorems. By employing a similar
idea, this paper employs a non commutative generalization of Michael selection
result established in [20] to transform the lower semicontinuous quantum stochas-
tic differential inclusions under consideration to a quantum stochastic differential
equation.

The existence of viable solutions of differential equations and inclusions defined
on finite dimensional Euclidean spaces have been well studied, see, for example [1–
3,10,11,18,21,22]. However, similar classes of problems have not been well studied
for QSDI. This is a major motivation for this work. In the classical finite dimensional
setting, a necessary and sufficient condition for the existence of viable solutions was
established by Nagumo [22] in which the closed subset K , which is the viability
subset is bounded and satisfy the tangential condition. Other researchers have simi-
larly worked on further developments, and the extensions of Nagumo theorems and
applications see [10,11,18,22].

However, for the Nagumo-type fixed point results to work in the present non com-
mutative settings, this paper first established an auxiliary result by circumventing
certain difficulties using the unique properties of the family of seminorms that defines
the topology for the underling locally convex space of non commutative stochastic
processes.

The rest of the paper is organized as follows: Sect. 2 is devoted to the prelimi-
naries and some notations. The main results on viability of solutions including the
convergence of approximate solutions are established in Sect. 3.

2 Preliminaries

Let D be an inner product space and H , the completion of D.We denote by L+(D, H),
the set {X : D → H : X is a linear map satisfying Dom X∗ ⊇ D, where X∗ is the
operator adjoint of X}.
We remark that L+(D, H) is a linear space under the usual notions of addition and
scalar multiplication of operators.
In what follows, D is some inner product space with R as its completion, and γ is
some fixed Hilbert space.

For each t ∈ R+, we write L2
γ (R+), (resp. L2

γ ([0, t)) resp. L2
γ ([t,∞))), for the

Hilbert spaces of square integrable, γ -valued maps on R+ ≡ [0,∞), (resp. [0, t);
resp. [t,∞)). Then we introduce the following spaces:

(i) A ≡ L+(D⊗ E, R ⊗ Γ (L2
γ (R+)).

(ii) At ≡ L+(D⊗ Et ,R ⊗ Γ (L2
γ ([0, t))) ⊗ 1t .

(iii) At ≡ 1t ⊗ L+(D⊗ E
t ,R ⊗ Γ (L2

γ ([t,∞))), t > 0

where ⊗ denotes algebraic tensor product and 1t (resp. 1t ) denotes the identity map
on R ⊗ Γ (L2

γ ([0, t)))(resp.Γ (L2
γ ([t,∞))), t > 0. We note that At and At , t > 0,

may be naturally identified with subspaces ofA. For η, ξ ∈ D⊗ E, define ‖ · ‖ηξ onA
by ‖x‖ηξ = |〈η, xξ 〉|, x ∈ A. Then {‖ · ‖ηξ , η, ξ ∈ D⊗ E} is a family of seminorms
onA; we write τw for the locally convex Hausdorff topology onA determined by this

Author's personal copy
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family. We denote by Ã, Ãt and Ãt the completions of the locally convex topological
spaces (A, τw), (At , τw) and (At , τw), t > 0, respectively.

We define the Hausdorff topology on clos( ˜A) as follows: For x ∈ ˜A , M,N ∈
clos( ˜A) and η, ξ ∈ D⊗E, define

ρηξ (M,N ) ≡ max(δηξ (M,N ), δηξ (N ,M))

where
δηξ (M,N ) ≡ sup

x∈M
dηξ (x,N ) and

dηξ (x,N ) ≡ inf
y∈N

‖ x − y ‖ηξ .

The Hausdorff topology which shall be employed in what follows, denoted by, τH
, is generated by the family of pseudometrics {ρηξ (.) : ηξ ∈ D⊗E}.
Moreover, ifM ∈ clos( ˜A) , then ‖ M ‖ηξ is defined by

‖ M ‖ηξ≡ ρηξ (M, {0});

for arbitrary η, ξ ∈ D⊗E.

For A, B ∈ clos(C) and x ∈ C , a complex number, define

d(x,B) ≡ inf
y∈B

| x − y |
δξ (A,B) ≡ sup

x∈A
dξ (x,B) and

ρ(A,B) ≡ max(δ(A,B), δ(A,B))

Then ρ is a metric on clos(C) and induces a metric topology on the space.
We define the Hausdorff topology on clos( ˜A) as follows: For x ∈ ˜A ,M,N ∈ clos( ˜A)
and η, ξ ∈ D⊗E, define

ρηξ (M,N ) ≡ max(δηξ (M,N ), δηξ (N ,M))

where
δηξ (M,N ) ≡ sup

x∈M
dηξ (x,N ) and

dηξ (x,N ) ≡ inf
y∈N

‖ x − y ‖ηξ .

The Hausdorff topology which shall be employed in what follows, denoted by, τH , is
generated by the family of pseudometrics {ρηξ (.) : ηξ ∈ D⊗E}.
Definition 1 Let I ⊆ R+,

(i) A map X : I → Ã is called a stochastic process indexed by I .
(ii) A stochastic process X is called adapted if X(t) ∈ Ãt for each t ∈ I .

We denote by Ad(Ã) the set of all adapted stochastic processes indexed by I .
(iii) A member X of Ad(Ã) is called

Author's personal copy
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(a) weakly absolutely continuous if the map t → 〈η, X(t)ξ 〉, t ∈ I , is absolutely
continuous for arbitrary η, ξ ∈ D⊗ E. We denote this subset of Ad(Ã) by
Ad(Ã)wac.

(b) locally absolutely p-integrable if ‖X(·)‖p
ηξ is Lebesgue measurable and inte-

grable on [t0, t) ⊆ I for each t ∈ I , p ∈ (0,∞) and arbitrary η, ξ ∈ D⊗ E.
We denote this subset of Ad(Ã) by L p

loc(Ã).

Stochastic Integrators: Let B(γ ) denote the Banach space of bounded endomorphisms
of γ and let the spaces L∞

γ,loc(R+) and L∞
B(γ ),loc(R+) be defined by: L∞

γ,loc(R+) =
{ f : R+ −→ γ | f is linear, measurable and locally bounded function on R+}.
L∞
B(γ ),loc(R+) = {π : R+ −→ B(γ )|π is linear, measurable and locally bounded

function on R+}.
For f ∈ L∞

γ,loc(R+) and π ∈ L∞
B(γ ),loc(R+), we define π f ∈ L∞

γ,loc(R+) by

(π f )(t) = π(t) f (t), t ∈ R+. Also, for f ∈ L2
γ (R+) and π ∈ L∞

B(γ ),loc(R+), we

define the operators a( f ), a+( f ) and λ(π) in L+(D, Γ (L2
γ (R+))) as follows:

a( f )e(g) = 〈 f , g〉L2
γ (R+)e(g)

a+( f )e(g) = d

dσ
e(g + σ f )|σ = 0

λ(π)e(g) = d

dσ
e(eσπ f )|σ = 0

for g ∈ L2
γ (R+).

The operators a( f ), a+( f ) and λ(π) for arbitrary f ∈ L∞
γ,loc(R+) and π ∈

L∞
B(γ ),loc(R+) give rise to the operator-valued maps A f , A

+
f and Λπ defined by

A f (t) ≡ a( f χ [0, t))

A+
f (t) ≡ a+( f χ [0, t))

Λπ(t) ≡ λ(πχ [0, t))
t ∈ R+ where χI denotes the indicator function of the Borel set I ⊆ R+.

The operators a( f ), a+( f ) and λ(π) are the annihilation, creation and gauge oper-
ators of quantum field theory. The maps A f , A

+
f and Λπ are stochastic processes,

called the annihilation, creation and gauge processes, respectively when their values
are identifiedwith their ampliations onR⊗ Γ (L2

γ (R+)). These are the stochastic inte-
grators in theHudson and Parthasarathy [17] formulation of Boson quantum stochastic
integration which we adopt in the sequel.

2.1 Quantum stochastic differential inclusion

Definition 2 (1) By a multivalued stochastic process indexed by I ⊆ R+, we mean a
multifunction on I with values in clos(Ã).

Author's personal copy
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(2) If Φ is a multivalued stochastic process indexed by I ⊆ R+, then a selection of Φ

is a stochastic process X : I → Ã with the property that X(t) ∈ Φ(t) for almost
all t ∈ I .

(3) A multivalued stochastic process Φ will be called (i) adapted if Φ(t) ⊆ Ãt for
each t ∈ R+; (ii) measurable if t 
→ dηξ (x, Φ(t)) is measurable for arbitrary x ∈
Ã, η, ξ ∈ D⊗ E; (iii) locally absolutely p-integrable if t 
→ ‖Φ(t)‖ηξ , t ∈ R+ ,
lies in L p

loc(I ) for arbitrary ξ ∈ D⊗ E

The set of all locally absolutely p-integrable multivalued stochastic processes will
be denoted by L p

loc(Ã)mvs . For p ∈ (0,∞) and I ⊆ R+, L p
loc(I × Ã)mvs is the set of

maps Φ : I × Ã → clos(Ã) such that t 
→ Φ(t, X(t)), t ∈ I , lies in L p
loc(Ã)mvs for

every X ∈ L p
loc(Ã). If Φ ∈ L p

loc(I × Ã)mvs , then

L p(Φ) ≡ {ϕ ∈ L p
loc(Ã) : ϕ is a selection of Φ}

Let f , g ∈ L∞
Υ ,loc(R+), π ∈ L∞

B(Υ ),loc(R+), 1 is the identity map on , R ⊗
Γ (L2

γ (R+)), and M is any of the stochastic processes A f , A+
g ,Λπ , and s 
→ s1, s ∈

R+. We introduce stochastic integral (resp. differential) expressions as follows. If
Φ ∈ L2

loc(I × Ã)mvs and (t, X) ∈ I × L2
loc(I × Ã), then we make the definition

∫ t

t0
Φ(s, X(s))dM(s) ≡

{∫ t

t0
ϕ(s) dM(s) : ϕ ∈ L2(Φ)

}

This leads to the following definition.

Definition 3 Let E, F,G, H ∈ L2
loc(I × Ã)mvs and (t0, x0) be a fixed point of I × Ã.

Then, a relation of the form

dX(t) ∈ +E(t, X(t)dΛπ(t) + F(t, X(t)d A f (t)

+G(t, X(t))d A+
g (t) + H(t, X(t))dt, t ∈ I , (1)

is called quantum stochastic differential inclusions(QSDI) with coefficients in E,F,G,
H and initial data (t0, x0).

Equation (1) is understood in the integral form:

X(t) ∈ x0 +
∫ t

t0
(E(s, X(s))dΛπ(s) + F(s, X(s))d A f (s))

+G(s, X(s))d A+
g (s) + H(s, X(s))ds), t ∈ I ,

called a stochastic integral inclusion with coefficients E,F,G,H and initial data (t0, x0)
An equivalent form of (1) was established in [13], Theorem 6.2 as follows: For η, ξ ∈
D⊗ E.α, β ∈ L2

γ (R+) with η = c ⊗ e(α), ξ = d ⊗ e(β),define the following
complex-valued functions:

μαβ, vβ, σα : I −→ C, I ⊂ R+, by
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μαβ(t) = 〈α(t), π(t)β(t)〉γ
vβ(t) = 〈 f (t), β(t)〉γ
σα(t) = 〈α(t), g(t)〉γ

t ∈ I , f , g ∈ L2
γ,loc(R+), π ∈ L∞

B(γ ),loc. To these functions we associate the maps

μE, vF, σG, P from I × Ã into the set of sesquilinear forms on D⊗ E define by

(μE)(t, x)(η, ξ) = {〈η,μαβ(t)p(t, x)ξ〉 : p(t, x) ∈ E(t, x)
}

(vF)(t, x)(η, ξ) = {〈η, vβ(t)q(t, x)ξ〉 : q(t, x) ∈ F(t, x)
}

(σG)(t, x)(η, ξ) = {〈η, σα(t)u(t, x)ξ〉 : u(t, x) ∈ G(t, x)}
Pαβ(t, x) = μαβ(t)E(t, x) + vβ(t)F(t, x) + σα(t)G(t, x) + H(t, x)

P(t, x)(η, ξ) = 〈η, Pαβ(t, x)ξ〉, i .e
P(t, x)(η, ξ) = (μE)(t, x)(η, ξ) + (vF)(t, x)(η, ξ)

+(σG)(t, x)(η, ξ) + H(t, x)(σ, ξ)

H(t, x)(η, ξ) =
{

v(t, x)(η, ξ) : v(., X(.)) is a selection ofH(., X(.))∀X ∈ L2
loc( Ã)

}

(2)

Then problem (1) is equivalent to

d

dt
〈η, X(t)ξ 〉 ∈ P(t, X(t))(η, ξ)

〈η, X(t0)ξ 〉 = 〈η, x0ξ 〉 (3)

for arbitrary η, ξ ∈ D⊗ E and almost all t ∈ I . Hence the existence of solution of
(1) implies the existence of solution of (3) and vice-versa. As explained in [13], the
sesquilinear form valued map P:

P(t, x)(η, ξ) �= P̃(t, 〈η, xξ 〉)

For some complex-valued multifunction P̃ defined on I ×C for t ∈ I , x ∈ Ã, η, ξ ∈
D⊗ E.

Before proceeding to the proof of the main result in this work , we make use of
a result in [20] in which the multifunction (t, x) −→ P(t, x)(η, ξ) is lower semi
continuous with respect to the seminorm ‖.‖ηξ , closed and convex.

then there exists a continuous selection, P : I × Ã −→ sesq(D⊗E) of P such that

d

dt
〈η, X(t)ξ 〉 = P(t, X(t))(η, ξ)

〈η, X(t0)ξ 〉 = 〈η, x0ξ 〉 a.e t ∈ I
(4)

for arbitrary pair η, ξ ∈ D⊗E) ,(t, x) −→ P(t, x)(η, ξ) is continuous.
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3 Viability theory

Definition 4 Let P : I × Ã −→ sesq(D⊗ E)2 be a sesqulinear valued funtion, then
the subset K of Ã is viable with respect to P if for every (t0, x0) ∈ I × K there exists
T ∈ I , T > t0 such that Eq. (4) have at least one solution K .

Definition 5 Let K ⊆ Ã, A subset K ∈ clos(Ã) is locally closed if K (η, ξ) is a closed
subset with values in C then K (η, ξ) is locally closed if for each xηξ ∈ K (η, ξ), there
exists ρ > 0 such that D(xηξ , ρ) ∩ K (η, ξ) is closed for arbitrary pair η, ξ ∈ D⊗E.

We now define tangent cone as it applies to our non commutative settings.Wemake
use of Bouligand–Severi tangency concept in [11].

Definition 6 Let K ⊂ Ã, E ⊂ Ã such that K (η, ξ) ⊂ C, E(η, ξ) ⊂ C and x ∈ K
such that xηξ ∈ K (η, ξ) ⊂ C. Then the set E(η, ξ) is tangent to the set K (η, ξ) at the
point xηξ if

lim inf
h 
→0

1

h
d(xηξ + hE(η, ξ); K (η, ξ)) = 0

We denote by TK (η,ξ) the class of all sets which are tangent to K (η, ξ) at the point
xηξ for arbitrary η, ξ ∈ D⊗ E.

Proposition 1 The set TK (η,ξ)(xηξ ) of all vectors which are tangent to the set K (η, ξ)

at the point xηξ is a closed cone.

Proof Let (xηξ ) ∈ K (η, ξ) According to definition 6, E(η, ξ) ∈ TK (η,ξ)(xηξ ) if

lim inf
t 
→0

1

t
d(xηξ + t E(η, ξ); K (η, ξ)) = 0

Let s > 0, we observe that

lim inf
t 
→0

1

t
d(xηξ + tsE(η, ξ); K (η, ξ)) = s lim inf

t 
→0

1

ts
d(xηξ + tsE(η, ξ); K (η, ξ))

= s lim inf
τ 
→0

1

τ
d(xηξ + τ E(η, ξ); K (η, ξ))

Hence, sE(η, ξ) ∈ TK (xηξ ) To complete the proof, we need to show that TK (xηξ ) is
a closed set.

Let N∗ be the set of strictly positive natural numbers. Let (En(η, ξ))n∈N∗ be a
sequence of elements in TK (xηξ ), convergent to E(η, ξ) then we have

1

t
d(xηξ + t E(η, ξ); K (η, ξ)) ≤ 1

t
|t(E(η, ξ) − En(η, ξ))|

+1

t
d(xηξ + t En(η, ξ); K (η, ξ))

= |E(η, ξ) − En(η, ξ)|
+1

t
d(xηξ + t En(η, ξ); K (η, ξ))
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for every n ∈ N
∗. So

lim inf
t 
→0

1

t
d

(

xηξ + t E(η, ξ); K (η, ξ)
) ≤ |E(η, ξ) − En(η, ξ)|

for every n ∈ N
∗. Since limn→∞ |E(η, ξ) − En(η, ξ)| = 0, it follows that

lim inf
t 
→0

1

t
d(xηξ + t E(η, ξ); K (η, ξ)) = 0.

which shows that the set TK (η,ξ)(xηξ ) is a closed cone and this achieves the proof. ��
Proposition 2 A set E(η, ξ) ∈ C belongs to the cone TK (η,ξ)(xηξ ) if and only if for
every ε > 0 there exists h ∈ (0, ε) and qηξ,h ∈ Dηξ (0, ε) with the property

xηξ + h
(

E(η, ξ) + qηξ,h
) ∈ K (η, ξ)

Proof We see that E(η, ξ) ∈ TK (η,ξ)(xηξ ) if and only if for every ε > 0 there exists
h ∈ (0, ε) and pηξ,h ∈ K (η, ξ) such that

1

h
|xηξ + hE(η, ξ) − pηξ,h | ≤ ε.

let

qηξ,h = 1

h
(pηξ,h − xηξ − hE(η, ξ)),

and we have both |qηξ,h | ≤ ε and xηξ + h(E(η, ξ) + qηξ,h) = pηξ,h ∈ K (η, ξ). ��

3.1 Main result

In this section, we establish the quantum generalization of Nagumo viability result.

Existence of Approximate Solutions : Let (t0, x0,ηξ ) ∈ I ×K (η, ξ), then there exists
ρ > 0, such that D(x0,ηξ , ρ) ∩ K (η, ξ) be closed, then there exists Mηξ > 0, such
that

|P(t, x)(η, ξ)| ≤ Mηξ (5)

for every t ∈ [t0, T ] and x ∈ Dηξ (x, ρ) ∩ K ⊂ Ã and xηξ ∈ D(x0,ηξ , ρ) ∩ K (η, ξ)

and

(T − t0)(Mηξ + 1) ≤ ρ (6)

The existence of these three numbers will be made possible because K (η, ξ)

is locally closed and by the continuity of P which implies its boundedness on
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[t0, T ]×D(x0,ηξ , ρ), and so the existence ofMηξ > 0, and the fact that T ∈ I , T > t0,
is chosen very close to t0. The following lemma concerns the existence of family of
approximate solutions for the problem defined on interval [t0, c].
Lemma 1 Suppose K ⊂ Ã �= ∅ satisfying the following

(i) K is locally closed.
(ii) P : I × Ã −→ sesq(D⊗E)2 is continuous.
(iii) P(t0, x0)(η, ξ) ∈ TK(≡,∼)(x0,ηξ ) for each (t0, x0) ∈ I × K.

Then, for each ε ∈ (0, 1), there exist: a non decreasing function

σ : [t0, T ] −→ [t0, T ]

and two stochastic processes

g : [t0, T ] −→ Ã (7)

and

ϕ : [t0, T ] −→ Ã

lying in Ad(Ã)wac ∩ L2
loc(Ã) such that the corresponding sesquilinear form valued

maps associated with any pair of η, ξ ∈ D⊗E) given by

g : [t0, T ] −→ sesq(D⊗E)2

such that

g(t)(η, ξ) = 〈η, g(t)ξ 〉

and

ϕ : [t0, T ] −→ sesq(D⊗E)2

such that

ϕ(t)(η, ξ) = 〈η, ϕ(t)ξ 〉

satisfy the followin

(i) t − ε ≤ σ(t) ≤ t for every t ∈ [t0, T ]
(ii) |gηξ (t)| ≤ ε for every t ∈ [t0, T ]
(iii) ϕηξ (σ (t)) ∈ D(x0,ηξ , ρ) ∩ K (η, ξ) for every t ∈ [t0, T ] and

ϕηξ (T ) ∈ D(x0,ηξ , ρ) ∩ K (η, ξ)
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(iv) ϕ satisfies

〈η, ϕ(t)ξ 〉 = 〈η, x0ξ 〉 +
∫ t

t0
P(σ (s), ϕ(σ (s))(η, ξ)ds +

∫ t

t0
g(s)(η, ξ)ds

for every t ∈ [t0, T ]
A pair of the triple (σ, g, ϕ) as in Eq. (7) with the associated (σ, gηξ , ϕηξ ) satisfying
(i), (ii), (iii) and (iv) above is called an ε- approximate solution to the problem (4) on
the interval [t0, T ].
Proof Let t0 ∈ I , x0,ηξ ∈ K (η, ξ) and let ρ > 0, M > 0 and T > t0 be as above. Let
ε ∈ (0, 1) . We first show the existence of an ε- approximate solution on an interval
[t0, c] with c ∈ (t0, T ].
Since for every (t0, x0,ηξ ) ∈ I × K (η, ξ), P(t0, x0)(η, ξ) ∈ TK(≡,∼)(x0,ηξ ), from
Proposition (2), it follows that there exists c ∈ (t0, T ], c− t0 ≤ ε and qηξ,h has values
in C with | qηξ,h | ≤ ε such that

x0,ηξ + (c − t0)P(t0, x0)(η, ξ) + (c − t0)qηξ , h ∈ K (η, ξ)

Let Ic = [t0, c] , we now define the functions σ : [t0, c] −→ [t0, c], and stochastic
processes g : [t0, c] −→ Ã and ϕ : [t0, c] −→ Ã lying in Ad(Ã)wac ∩ L2

loc(Ã)

satisfying

⎧

⎪

⎨

⎪

⎩

σ(t) = t0 for t ∈ [t0, c], ,
gηξ (t) = qηξ for t ∈ [t0, c],
ϕηξ (t) = x0,ηξ + (t − t0)P(t0, x0)(η, ξ) + (t − t0)qηξ for t ∈ [t0, c].

The triple (σ, gηξ , ϕηξ ) is an ε approximate solution to the problem (4) on the
interval [t0, c]. This shows that conditions (i), (ii) and (iv) are satisfied, we now
show that condition (iii) is also satisfied using (5), (6) and (i). From (i) σ(t) = t0
and 〈η, X(t0)ξ 〉 = 〈η, x0ξ 〉 ,then 〈η, ϕ(σ (t))ξ 〉 = 〈η, x0ξ 〉, therefore we have
ϕ(σ(t))(η, ξ) ∈ D(x0,ηξ , ρ) ∩ K (η, ξ) for every t ∈ [t0, c]. Therefore, ϕ(c)(η, ξ) ∈
K (η, ξ). However, by (5) and (6),we have

|ϕ(c)(η, ξ) − ϕ0(η, ξ)| ≤ (c − t0) |P(t0, ϕ0)(η, ξ)| + (c − t0) |q|
≤ (T − t0)(Mηξ + 1) ≤ ρ

For every t ∈ [t0, c]. Thus (iii) is also satisfied.
We now define the ε− approximate solution on the whole interval I . We make use

of Brezis–Browder theorem in [8]. Let S be the set of all ε—approximate solutions
to the problem (4) defined on the interval [t0, c] with c ∈ (t0, T ]. On S we define
the relation “ �′′ by (σ1, g1,ηξ , ϕ1,ηξ ) � (σ2, g2,ηξ , ϕ2,ηξ ) if the domain of definition
[t0, c1] of the first triple is included in the domain of definition [t0, c2] of the second
triple, and the two ε—approximate solutions coincide on the common part of the
domains. Then, “ �′′is a pre-order relation on S. Firstly, we show that each increasing
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sequence ((σm, gm,ηξ , ϕm,ηξ ))m is bounded from above . Let ((σm, gm,ηξ , ϕm,ηξ ))m
be an increasing sequence, and let c∗ = limmcm where [t0, cm] denotes the domain
of definition of (σm, gm,ηξ , ϕm,ηξ ). Then c∗ ∈ (t0, T ].

We will show that there exists at least one element, (σ ∗, g∗
ηξ , ϕ

∗
ηξ ) ∈ S, defined on

[t0, c∗] and satisfying (σm, gm,ηξ , ϕm) � (σ ∗, g∗
ηξ , x

∗
ηξ ) for each m ∈ N. In order to

do this, we first prove that there exists limm ϕm(cm)(η, ξ).
For each m, n ∈ N,m ≤ n we have um(s) = un(s) for all s ∈ [t0, cm]. Taking into

account (iii), (iv) and (5), we have

| ϕm(cm)(η, ξ) − ϕn(cn)(η, ξ) | ≤
∫ cn

cm
| P(σn(s), ϕn(σn(s)))(η, ξ) | ds

+
∫ cn

cm
| gn(s)(η, ξ) | ds

≤ (Mηξ + ε) | cn − cm |

for every m, n ∈ N, which shows that there exists

lim
m 
→∞ ϕm(cm)(η, ξ) ∈ D(x0,ηξ , ρ) ∩ K (η, ξ)

Furthermore, because all the functions in the set {σm : m ∈ N} are non decreasing,
with values in [t0, c∗], and satisfy

σm(cm) ≤ σp(cp) for every m, p ∈ N, there exists limm 
→∞ σm(cm), then the
limit exists and belongs to [t0, c∗]. We now define a triple function (σ ∗, g∗

ηξ , ϕ
∗
ηξ ) :

[t0, c∗] −→ [t0, c∗] × C × C by

σ ∗(t) =
{

σm(t) for t ∈ [t0, cm],m ∈ N,

lim
m 
→∞ σm(cm) for t = c∗,

g∗
ηξ (t) =

{

gm(t)(η, ξ) for t ∈ [t0, cm],m ∈ N, for all η, ξ ∈ D⊗E),

0 for t = c∗,

ϕ∗
ηξ (t) =

{

ϕm(t)(η, ξ) for t ∈ [t0, cm],m ∈ N, for all η, ξ ∈ D⊗E),

lim
m 
→∞ ϕm(cm)(η, ξ) for t = c∗,

This shows that (σ ∗, g∗
ηξ , ϕ

∗
ηξ ) is an ε- approximate solution which is an upper bound

for ((σm, gm,ηξ , ϕm,ηξ ))m . Applying (ii) of Brezis–Browder theorem, we define the
function

M : S −→ R ∪ {+∞}. Then, for each ζ0 ∈ S there exists an M- maximal
element ζ̄ ∈ S satisfying ζ0 � ζ̄ . This shows thatM((σ, gηξ , ϕηξ )) = c where [t0, c]
is the domain of definition of (σ, gηξ , ϕηξ ). ThenM satisfies the hypothesis of Brezis–
Browder theorem . Then, S contains at least one M- maximal element (σ̄ , ḡηξ , ϕ̄ηξ )

defined on [t0, c̄]. In other words, if (σ̃ , g̃ηξ , ϕ̃ηξ ) ∈ S, defined on [t0, c̃], satisfies
(σ̄ , ḡηξ , ϕ̄ηξ ) � (σ̃ , g̃ηξ , ϕ̃ηξ ), then we necessarily have c̄ = c̃. We will show next that
c̄ = T . we assume by contradiction that c̄ < T . Then, taking into account the fact
that ϕ̄ηξ (c̄) ∈ D(x0,ηξ , ρ) ∩ K (η, ξ), we have
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| ¯ϕηξ (̄c) − x0,ηξ |
≤

∫ c̄

t0
| P(σ̄ (s), ϕ̄(σ̄ (s)))(η, ξ) | ds +

∫ c̄

t0
| ḡ(η, ξ)(s) | ds

≤ (c̄ − t0)(Mηξ + ε)

≤ (c̄ − t0)(Mηξ + 1) < (T − t0)(Mηξ + 1) ≤ ρ

Then, as ϕ̄ηξ (c̄) ∈ K (η, ξ) and P(c̄, ϕ̄(c̄))(η, ξ) ∈ TK (ϕ̄(c̄))(η, ξ), there exists
δ(0, T − c̄), δ ≤ ε and qηξ ∈ C such that | qηξ |≤ ε and

ϕ̄ηξ (c̄) + δP(c̄, ϕ̄(c̄))(η, ξ) + δqηξ ∈ K (η, ξ)

From the inequality above we have

| ϕ̄(c̄)(η, ξ) + δ[P(c̄, ϕ̄(c̄))(η, ξ) + qηξ ] − ϕ0(η, ξ) |≤ ρ

We now define the functions σ : [t0, c̄ + δ] −→ [t0, c̄ + δ] and g : [t0, c̄ + δ] −→ C

by

σ(t) =
{

σ̄ (t) for t ∈ [t0, c̄],
c̄ for t ∈ [c̄, c̄ + δ],

gηξ (t) =
{

ḡηξ (t) for t ∈ [t0, c̄], and for any η, ξ ∈ D⊗E),

q for t ∈ [c̄, c̄ + δ],

so | gηξ (t) |≤ ε for every t ∈ [t0, c̄ + δ]. In addition, for every t ∈ [t0, c̄ + δ], σ (t) ∈
[t0, c̄] and therefore ϕ̄(σ (t)) is well-defined and belongs to the set D(x0,ηξ , ρ) ∩ K .
Accordingly, we can define ϕηξ : [t0, c̄ + δ] −→ C by

〈η, ϕ(t)ξ 〉 = 〈η, ϕ0ξ 〉 +
∫ t

t0
P(σ (s), ϕ̄(σ (s)))(η, ξ)ds +

∫ t

t0
g(η, ξ)(s)ds

for every t ∈ [t0, c̄ + δ]. clearly, ϕη,ξ coincides with ¯ϕη,ξ on [t0, c̄] since the domain
[t0, c̄] is included in the domain of [c̄, c̄ + δ] and then it readily follows that ϕη,ξ , σ

and gη,ξ satisfy all the conditions in (i) and (ii). In order to prove (iii) and (iv) we
observe that

ϕηξ (t) =
{

ϕ̄ηξ (t) for t ∈ [t0, c̄].
ϕηξ (c̄) + (t − c̄)P(c̄, ϕ̄(c̄))(ηξ) + (t − c̄)q for t ∈ [c̄, c̄ + δ]

Then ϕηξ satisfies the equation in (iv). since

ϕηξ (σ (t)) =
{

ϕ̄ηξ (σ̄ (t) for t ∈ [t0, c̄].
ϕ̄ηξ (c̄) for t ∈ [t0, c̄ + δ]
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it follows that ϕηξ (σ (t)) ∈ D(x0,ηξ , ρ) ∩ K .
Furthermore, from the choice of δ and q, we have both ϕηξ (c̄+δ) = ¯ϕηξ (c̄)(η, ξ)+

δP(c̄, ϕ̄(c̄))(η, ξ) + δq ∈ K (η, ξ) and

| ϕ(c̄ + δ)(η, ξ) − x0(η, ξ) |
= | ϕ̄(c̄)(η, ξ) + δP(c̄, ϕ̄(c̄))(η, ξ) + δq − x0(η, ξ) |
≤ ρ

and consequently, ϕηξ satisfies (iii). Thus (σ, gηξ , ϕηξ ) ∈ S. Furthermore, since
(σ̄ , ḡηξ , ϕ̄ηξ ) � (σ, gηξ , ϕηξ ) and c̄ < c̄ + δ, it follows that (σ̄ , ḡηξ , ϕ̄ηξ ) is not a
M- maximal element. But this is absurd, we can eliminate this contradiction, only if
each maximal element in the set S is defined on [t0, T ]. Hence c̄ = T .

Theorem 1 Let K ⊂ Ã Assume that the following conditions hold:

(i) Themap (t, x) −→ P(t, x)(η, ξ) associatedwith the right hand-side of equation
(4) is continuous.

(ii) K (η, ξ) is non empty and locally closed
(iii) There exists Mηξ > 0 such that |P(t, x)(η, ξ)| ≤ Mηξ for every t ∈ [t0, T ] and

x ∈ D(x0,ηξ , ρ) ∩ K (η, ξ)

(iv) (T − t0)(Mηξ + 1) ≤ ρ

Then K (η, ξ) is viable with respect to P if and only if for every (t0, x0) ∈ I × K we
have P(t0, x0)(η, ξ) ∈ TK(≡,∼)(x0,ηξ )

Proof The proof is divided into two parts; We proceed as follows: If Part: Suppose
K (η, ξ) is viable with respect to P , then there exists a solution ϕ that satisfy Eq. (4).

Let (t0, x0,ηξ ) ∈ I × K (η, ξ) , We prove that

lim
h 
→0

1

h
d(x0,ηξ + hP(t0, x0)(η, ξ); K (η, ξ)) = 0.

then, there exists T ∈ I , T > t0, and a stochastic process ϕ ∈ K with 〈η, ϕ(t0)ξ 〉 ∈
K (η, ξ) satisfying Eq. (4).

d(x0,ηξ + hP(t0, x0)(η, ξ); K (η, ξ))

≤ ∣

∣x0,ηξ + hP(t0, x0)(η, ξ) − ϕ(t0)(η, ξ)
∣

∣

= lim
h 
→0

1

h

∣

∣x0,ηξ + hP(t0, x0)(η, ξ) − 〈η, ϕ(t0 + h)ξ 〉∣∣

= lim
h 
→0

∣

∣

∣

∣

P(t0, ϕ(t0))(η, ξ) − 〈η, (ϕ(t0 + h) − ϕ(t0)ξ 〉
h

∣

∣

∣

∣

=
∣

∣

∣

∣

P(t0, ϕ(t0))(η, ξ) − lim
h 
→0

〈η, (ϕ(t0 + h) − ϕ(t0)ξ 〉
h

∣

∣

∣

∣

=
∣

∣

∣

∣

P(t0, ϕ(t0))(η, ξ) − d

dt
〈η, ϕ(t)ξ 〉

∣

∣

∣

∣

t=t0

= 0
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This shows that the stochastic process ϕ is a solution to Eq. (4) and belongs to K .
Only If Part Suppose P(t0, x0)(η, ξ) ∈ TK(≡,∼) then we prove that P is viable to

K .
This concerns the existence and convergence of approximate solutions.
The proof is divided into two steps. The first step is concerned with the proof of

existence of a family of “approximate solutions” for the problem defined on interval
[t0, c] with c ∈ I and later showed that the problem above admits such approximate
solutions, all defined on an interval [t0, T ] independent of the “approximate order”.
The proof of the approximate solution is given by lemma 1 Finally, in the second step,
we shall prove the uniform convergence on [t0, T ] of a sequence of such approximate
solutions to a solution of the problem (4). ��

3.2 Convergence of approximate solutions

Let (εk)k∈N be a sequence from (0, 1) decreasing to 0 and let (σk, gηξ,k, ϕηξ,k)k∈N be
a sequence of εk- approximate solutions defined on [t0, T ].
From (i) and (ii), it follows that

lim
k 
→∞ σk(t) = t and lim

k 
→∞ gηξ,k(t) = 0 (8)

uniformly on [t0, T ]. On the other hand, from (iii), (iv) and (6) we have

|〈η, ϕk(t)ξ 〉|
≤ |〈η, (ϕk(t) − ϕ0)ξ 〉| + |〈η, ϕ0ξ 〉|
≤

∫ T

t0
| P(σk(s), ϕk(σk(s)))(η, ξ) | ds +

∫ T

t0
|gk(s)(η, ξ)|ds + |ϕ0,ηξ |

≤ (T − t0)(Mηξ + 1) + |ϕ0|ηξ ≤ ρ + |ϕ0,ηξ |
for every k ∈ N and every t ∈ [t0, T ]. Hence, the sequence (ϕk)k∈N is uniformly
bounded on [t0, T ]. Again from (iv), we have

|〈η, ϕk(t) − ϕk(s)ξ 〉|
≤ |

∫ t

s

d

dt
〈η, ϕk(t)ξ 〉dt0| + |

∫ t

s
|〈η, gk(t0)ξ 〉|dt0 |

≤| P(σk(s), ϕk(σk(s)))(η, ξ) | ds + |gk(s)(η, ξ)|ds
≤ (Mηξ + 1) |t − s|

for every t, s ∈ [t0, T ]. Consequently the sequence (ϕk)k∈N is equicontinuous on
[t0, T ]. However from Arzela - Ascolis theorem there exists at least a subsequence of
(ϕηξ,k)k∈N that is uniformly convergent to some point ϕηξ . i.e there exists a stochastic
process ϕ : [t0, T ] −→ Ã lying inAd(Ã)wac ∩ L2

loc(Ã) such that ϕηξ = 〈η, ϕξ 〉 and
ϕηξ,k = 〈η, ϕkξ 〉 then,

lim
k→∞〈η, ϕkξ 〉 = 〈η, lim

k→∞ ϕkξ 〉

Author's personal copy
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= 〈η, ϕξ 〉

Now using (iii), (8) and of the fact that D(x0,ηξ , ρ) ∩ K (η, ξ) is closed, we conclude
that ϕ(t)(η, ξ) ∈ D(x0,ηξ , ρ) ∩ K (η, ξ) for every t ∈ [t0, T ].

〈η, ϕk(t)ξ 〉 = 〈η, ϕ0ξ 〉 +
∫ t

t0
P(σk(t0), ϕk(σk(s)))(η, ξ)ds +

∫ t

t0
gk(s)(η, ξ)ds

now, taking the limit of the above and using (8), we have that

〈η, ϕ(t)ξ 〉 = 〈η, ϕ0ξ 〉 +
∫ t

t0
P(s, ϕ(s))(ηξ)ds

for every t ∈ [t0, T ], which gives the proof of the theorem.
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Abstract

Under a more general Lipschitz condition on the coefficients than our consideration in [E.O. Ayoola, Existence
and stability results for strong solutions of quantum stochastic differential equations, Stochastic Anal. Appl. 20 (2)
(2002) 263–281], we establish the existence, uniqueness and stability of strong solutions of quantum stochastic
differential equations (QSDE). This enables us to exhibit a class of Lipschitzian QSDE whose coefficients are
continuous on the locally convex space of solution.
© 2004 Elsevier Ltd. All rights reserved.

Keywords: QSDE; Fock space; Exponential vectors; Lipschitzian; Quantum stochastic processes

1. Introduction

This paper continues our previous work in [1] concerning the investigation of the properties of strong
solutions of quantum stochastic differential equations (QSDE) in integral form given by

X(t)= X0 +
∫ t

0
(E(s, X(s))d∧π (s) + F(s, X(s))dA f (s) + G(s, X(s))dA+

g (s)

+ H (s, X(s))ds), t ∈ [0, T ]. (1.1)
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Eq. (1.1) is understood in the framework of the Hudson–Parthasarathy [2] formulation of quantum
stochastic calculus. The stochastic integrators∧π, Af , A+

g are the usual gauge, annihilation and creation
processes associated with the basic field operators of quantum field theory, defined forπ, f, g belonging
to appropriate function spaces. On this occasion, we consider a more general class of Lipschitzian
coefficientsE, F, G, H . Under the present Lipschitz condition, we establish the existence, uniqueness
and stability of strong solution of Eq. (1.1). An immediate consequence of our result is that we are able
to exhibit a wider class of Lipschitzian QSDE (1.1) whose coefficients are only continuous on the space
of our quantum stochastic processes. This extends our previous results in [1] achieved by employing
a method of successive approximations in the same way as in [3]. Our previous works [1,4–7] have
focussed on some qualitative aspects and approximations of the weak and strong solutions of (1.1) and
the associated quantum stochastic differential inclusions considered elsewhere.

We employ thenotations and structures introduced in [1]. Details of the various spaces employed in
this paper can be found in the reference. We employ strong topology in this paper and refer to the solution
of (1.1) as strong compared with the weak topology employed in Refs. [4–8] leading to weak solutions
of the associated QSDE. We refer the reader to Refs. [1,2,4–10] for some interesting accounts of the
Hudson–Parthasarathy quantum stochastic calculus.

The rest of the paper is organised as follows.Section 2 is devoted to some fundamental results,
notations and assumptions. Our main results concerning the existence, uniqueness and stability of QSDE
(1.1) areestablished inSection 3.

2. Some fundamental results and assumptions

As outlined in [1], we shall adopt the following notations and spaces in what follows.D is some inner
product space withR as its completion andγ is some fixed Hilbert space. We denote byL2

γ (R+) the
Hilbert space of square integrable,γ -valued maps onR+ := [0,∞). Furthermore, we letE denote the
linear space generated by the exponential vectors inΓ (L2

γ (R+)), the Boson Fock space determined by
the spaceL2

γ (R+). LetB = L+
W(D ⊗E,R ⊗ Γ (L2

γ (R+))) denote the linear space of all linear operators
from D ⊗ E into R ⊗ Γ (L2

γ (R+)) with the property that the domain of the operator adjoint contains

D ⊗E. We shalldenote byB̃ the completion of the topological space(B, τ ), whereτ is the topology
generated by the family of seminorms‖x‖ξ = ‖xξ‖, ξ ∈ D ⊗ E. Here, ‖ · ‖ is the norm of the space
R ⊗ Γ (L2

γ (R+)).

In the formulations of this paper, quantum stochastic processes areB̃-valued maps defined on the
interval [0, T ]. As in [1], we shall denote byL p

loc(B̃), p ∈ (0,∞), theset of adapted, locally absolutely
p-integrable stochastic processes, and byAd(B̃)ac the set of adapted absolutely continuous stochastic
processes.

In the proofs of our main results, we shall extensively employ the following results due to Hudson and
Parthasarathy [2].

Theorem 2.1. (a) Let p, q, u, v ∈ L2
loc(B̃) and let M be their stochastic integral. Ifη, ξ ∈ D ⊗ E with

η = c ⊗ e(α), ξ = d ⊗ e(β), α, β ∈ L∞
γ,loc(R+) and t ≥ 0, then

<η, M(t)ξ>=
∫ t

0
<η, {<α(s), π(s)β(s)>γ p(s) + < f (s), β(s)>γ q(s)

+<α(s), g(s)>γ u(s) + v(s)}ξ> ds. (2.1)
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(b) Let K(T) = sup0≤s≤T max{|〈β(s), π(s)β(s)〉|, |〈 f (s), β(s)〉|, |〈β(s), g(s)〉|, ‖π(s)β(s)‖2, ‖g(s)‖2}.
Then for T> 0 and0 ≤ t ≤ T ,

‖M(t)ξ‖2 ≤ 6K (T)2
∫ T

0
et−s{‖p(s)ξ‖2 + ‖q(s)ξ‖2 + ‖u(s)ξ‖2 + ‖v(s)ξ‖2}ds. (2.2)

(c) Let0 ≤ s ≤ t ≤ T . Then

‖(M(t) − M(s))ξ‖2 ≤6K (T )2
∫ t

s
et−τ {‖p(τ )ξ‖2 + ‖q(τ )ξ‖2 + ‖u(τ )ξ‖2

+‖v(τ)ξ‖2}dτ. (2.3)

In particular,M is absolutely continuous and thus belongs to the spaceL2
loc(B̃).

Definition 2.1. (a) Let Fin(D ⊗ E) denote the set of all finite subsets ofD ⊗ E. If x ∈ B̃, and
Θ ∈ Fin(D ⊗E), define‖x‖Θ by ‖x‖Θ = maxξ∈Θ ‖x‖ξ . Then, the set{‖ · ‖Θ : Θ ∈ Fin(D ⊗ E)}
is a family of seminorms oñB. We denote byτ̃ the topology generated by this family of seminorms
on B̃.

(b) Let I = [0, T ] ⊆ R+. A mapΦ : I × B̃ −→ B̃ will be called Lipschitzian if, for eachξ ∈ D ⊗ E,
the map satisfies an estimate of the type

‖Φ(t, x) − Φ(t, y)‖ξ ≤ KΦ
ξ (t)‖x − y‖ΘΦ (ξ) (2.4)

for all x, y ∈ B̃ and almost allt ∈ I and whereKΦ
ξ : I −→ (0,∞) lies in L1

loc(I ) andΘΦ is a map
from D ⊗ E into Fin(D ⊗E).

Remark. Let L(B̃) denote the linear space of all continuous endomorphisms ofB̃. Then the above
definition enables us to exhibit a class of Lipschitzian maps as follows.

Theorem 2.2. Let A : R+ → L(B̃) and F : R+ × B̃ → B̃ be given by F(t, x) = A(t)x, for
x ∈ B̃, t ∈ R+. Then F is Lipschitzian.

Proof. Let x, y ∈ B̃, t ∈ R+, then

‖F(t, x) − F(t, y)‖ξ = ‖A(t)x − A(t)y‖ξ = ‖A(t)(x − y)‖ξ ≤ CA
ξ (t)‖x − y‖ΘA(ξ),

where CA
ξ (t) is a positive function depending onA, t, ξ , and ΘA is a map from D ⊗ E into

Fin(D ⊗E). �

Remark. (a) Theorem 2.2demonstrates that all continuous linear maps ofB̃ into itself are automatically
Lipschitzian in the sense of this paper.

(b) SinceΘ is a finite set, we see that‖x‖Θ = ‖x‖ξ ′ , for someξ ′ ∈ Θ . Using the foregoing fact,
we employ in the proof of our main results below the fact that a mapΦ : I × B̃ → B̃ is
Lipschitzian in the sense of (2.4) if, given any ξ ∈ D ⊗ E, there correspondsξ ′ ∈ D ⊗ E such
that‖Φ(t, x) − Φ(t, y)‖ξ ≤ KΦ

ξ (t)‖x − y‖ξ ′ for all x, y ∈ B̃ and almost allt ∈ I .
(c) Using the definition in (b), we see that, ifP : R+ → B̃ and ξ0 ∈ D ⊗E is a fixed point, then

the mapF defined byF(t, x) = ‖xξ0‖P(t) is Lipschitzian. This can be shown as follows: for any
t ∈ R+, x, y,∈ B̃,

‖F(t, x) − F(t, y)‖ξ =‖(‖xξ0‖ − ‖yξ0‖)P(t)‖ξ ≤ |‖xξ0‖ − ‖yξ0‖| ‖P(t)‖ξ

≤‖P(t)‖ξ‖x − y‖ξ0. �
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3. Existence, uniqueness and stability of solution

The main results of this paper are established in this section. We recall here that by a solution of
Eq. (1.1), we mean an absolutely continuous stochastic processφ ∈ L2

loc(B̃) satisfying Eq. (1.1). We
present the following theorem.

Theorem 3.1. Suppose that the coefficients E, F, G, H appearing in Eq.(1.1) are Lipschitzian and
belong to L2loc(I × B̃). Then for any fixed point X0 of B̃, there exists a unique adapted and absolutely
continuous solutionΦ of quantum stochastic differential equation(1.1) satisfyingΦ(0) = X0.

Proof. As in [1], we will establish the theorem by constructing a Cauchy sequence{Φn}n≥0 of successive
approximations ofΦ in B̃. In what follows, let ξ ∈ D ⊗ E be arbitrary. Lett ∈ [0, T ] and define
Φ0(t) = X0, and forn ≥ 0

Φn+1(t)= X0 +
∫ t

0
(E(s,Φn(s))d∧π(s) + F(s,Φn(s))dA f (s) + G(s,Φn(s))dA+

g (s)

+ H (s,Φn(s))ds). (3.1)

It has been established in [1] that eachΦn(t), n ≥ 1 defines an adapted absolutely continuous process in
L2

loc(B̃). We now consider the convergence of the successive approximations. We have

‖Φn+1(t) − Φn(t)‖ξ =
∥∥∥∥
∫ t

0
(E(s,Φn(s)) − E(s,Φn−1(s)))d∧π (s) + (F(s,Φn(s))

− F(s,Φn−1(s)))dA f (s) + (G(s,Φn(s)) − G(s,Φn−1(s)))dA+
g (s)

+ (H (s,Φn(s)) − H (s,Φn−1(s)))ds

∥∥∥∥
ξ

. (3.2)

By Theorem 2.1, we have

‖Φn+1(t) − Φn(t)‖2
ξ ≤6K (T)2

∫ t

0
et−s{‖E(s,Φn(s)) − E(s,Φn−1(s))‖2

ξ

+‖F(s,Φn(s)) − F(s,Φn−1(s))‖2
ξ + ‖G(s,Φn(s)) − G(s,Φn−1(s))‖2

ξ

+‖H (s,Φn(s)) − H (s,Φn−1(s))‖2
ξ }ds. (3.3)

By the Lipschitz condition (2.4) satisfied by the coefficients of (1.1), we have for eachM ∈ {E, F, G, H },
‖M(s,Φn(s)) − M(s,Φn−1(s))‖ξ ≤ K M

ξ (s)‖Φn(s) − Φn−1(s)‖ΘM (ξ). Consequently, there existsξ1
M ∈

ΘM(ξ) satisfying

‖Φn(s) − Φn−1(s)‖ΘM (ξ) = ‖Φn(s) − Φn−1(s)‖ξ1
M
. (3.4)

We now put

‖Φn(s) − Φn−1(s)‖ξ1 = max
M∈{E,F,G,H}

‖Φn(s) − Φn−1(s)‖ξ1
M

(3.5)

and

C(T) = 6K (T)2, Lξ = ess sup
s∈[0,T]

[
Kξ (s) =

∑
M∈{E,F,G,H}

K M
ξ (s)2

]
. (3.6)
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Thenfrom (3.3),

‖Φn+1(t) − Φn(t)‖2
ξ ≤ C(T)Lξ

∫ t

0
et−s‖Φn(s) − Φn−1(s)‖2

ξ1
ds

=C(T)Lξet

∫ t

0
e−s‖Φn(s) − Φn−1(s)‖2

ξ1
ds. (3.7)

Iterating again, there exists an elementξ2 ∈ D ⊗ E satisfying estimate of the form (3.5) such that

‖Φn+1(t) − Φn(t)‖2
ξ ≤ C(T)2Lξ Lξ1e

t

∫ t

0

∫ s

0
e−s′‖Φn−1(s

′) − Φn−2(s
′)‖2

ξ2
ds′ds. (3.8)

At the nth iteration, we have positive real numbersLξ j , j = 0, 1, . . . , n − 1 and elements
ξ, ξ1, ξ2, . . . , ξn ∈ D ⊗E, ξ = ξ0, such that

‖Φn+1(t) − Φn(t)‖2
ξ ≤C(T)nM(ξ)net

∫ t

0
ds1

∫ s1

0
ds2 · · ·

∫ sn−2

0
dsn−1

×
∫ sn−1

0
e−sn‖Φ1(sn) − Φ0(sn)‖2

ξn
dsn, (3.9)

whereMn(ξ) = max{Lξ j , j = 0, 1, 2, . . . , n − 1} andM(ξ) = supn∈N{Mn(ξ)}.
By the continuity of the maps → ‖Φ1(s) − X0‖η on [0, T ] for anyη ∈ D ⊗ E, we have

Rξn = sup
s∈[0,T]

‖Φ1(s) − X0‖ξn < ∞. (3.10)

Putting Rξ = supn∈N{Rξn}, thenfrom (3.9), we get

‖Φn+1(t) − Φn(t)‖2
ξ ≤ [C(T)M(ξ)]neT Tn

n! R2
ξ , ∀n = 0, 1, 2, . . . . (3.11)

Therefore, for anyn > k,

‖Φn+1(t) − Φk+1(t)‖ξ =
∥∥∥∥∥

n∑
m=k+1

(Φm+1(t) − Φm(t))

∥∥∥∥∥
ξ

≤
n∑

m=k+1

‖Φm+1(t) − Φm(t)‖ξ

≤e
T
2 Rξ

n∑
m=k+1

( [C(T)M(ξ)]mTm

m!
) 1

2

≤e
T
2 Rξ

n∑
m=k+1

( [C(T)M(ξ)]mTm

m!
) 1

2

< ∞.

This shows that the sequence{Φn(t)} is Cauchy inB̃ and converges uniformly to someΦ(t). Since each
Φn(t) is adapted and absolutely continuous, the same is true ofΦ(t). Next, weshow thatΦ(t) satisfies
Eq. (1.1). Clearly,Φ(t0) = X0. Again, by Eq. (3.7), there existsη ∈ D ⊗ E such that∥∥∥∥

∫ t

0
(E(s,Φn(s)) − E(s,Φ(s)))d∧π(s) + (F(s,Φn(s)) − F(s,Φ(s)))dA f (s)

+ (G(s,Φn(s)) − G(s,Φ(s)))dA+
g (s) + (H (s,Φn(s)) − H (s,Φ(s)))ds

∥∥∥∥
2

ξ

≤ C(T)Lξet
∫ t

0
e−s‖Φn(s) − Φ(s)‖2

ηds → 0 asn → ∞.
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Thus

Φ(t)= lim
n→∞ Φn+1(t)

= X0 +
∫ t

0
(E(s,Φ(s))d∧π(s) + F(s,Φ(s))dA f (s) + G(s,Φ(s))dA+

g (s) + H (s,Φ(s))ds).

That is,Φ(t), t ∈ [0, T ] is a solution of Eq. (1.1).

Uniqueness

Suppose thatY(t), t ∈ [0, T ] is another adapted absolutely continuous solution of (1.1) with
Y(0) = X0. Then, in the same way as in the proof of existence of solution, we obtain the estimate

‖Φ(t) − Y(t)‖2
ξ ≤ [C(T)M(ξ)]neT Tn

n! sup
0≤t≤T

‖Φ(t) − Y(t)‖2
ξn

. (3.12)

Since the right-hand side of (3.12) is finite for eachn ∈ N, the sequence converges to zero asn → ∞.
Consequently,‖Φ(t) − Y(t)‖ξ = 0,∀ξ ∈ D ⊗E, and soΦ(t) = Y(t) on D ⊗ E, t ∈ [0, T ]. �

Stability

As in [1], we show under our present Lipschitz condition that the solutions to the stochastic differential
equation (1.1) are stable. By this stability, we mean that small changes in the initial condition lead to small
changes in the solution over a given finite time interval and for arbitrary elementsξ ∈ D ⊗ E. To this
end, we make the following notations and statements.

(a) The coefficientsE, F, G, H and the integrators∧π , Af , A+
g and the Lebesgue measure remain as in

Theorem 3.1above. LetX(t), Y(t), t ∈ [0, T ] be the solutions to the QSDE (1.1) corresponding to
the initial conditionsX(t0) = X0 andY(t0) = Y0, respectively, whereX0, Y0 ∈ B̃.

(b) We define the function

Kξ (s) =
∑

M∈{E,F,G,H}
(K M

ξ (s))2, (3.13)

and the constants

Lξ = ess sup
s∈[0,T]

Kξ (s), C(T) = 12K (T )2, (3.14)

whereK (T) remains as inTheorem 2.1. The solution X(t) is stable under the changes inX(t0) = X0

in the following sense.

Theorem 3.2. Givenε > 0, thereexists ∂ > 0 such that if‖X0 − Y0‖ξ < ∂, for all ξ ∈ D ⊗ E, then
‖X(t) − Y(t)‖ξ < ε for all t ∈ [0, T ].
Proof. As in the proof ofTheorem 3.1, let Xn(t), for n = 0, 1, . . . andYn(t), for n = 0, 1, . . . be the
iterates corresponding to initial conditionsX0 andY0 respectively, so thatX0(t) = X0 andY0(t) = Y0

for all 0 ≤ t ≤ T . Then we obtain the following inequalities.
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‖Xn+1(t) − Yn+1(t)‖ξ ≤‖(X0 − Y0)‖ξ +
∥∥∥∥
∫ t

0
(E(s, Xn(s) − E(s, Yn(s)))d∧π(s)

+ (F(s, Xn(s)) − F(s, Yn(s)))dA f + (G(s, Xn(s))

− G(s, Yn(s)))dA+
g (s) + (H (s, Xn(s)) − H (s, Yn(s)))ds)

∥∥∥∥
ξ

. (3.15)

Therefore, by employing the estimates inTheorem 2.1, we have

‖Xn+1(t) − Yn+1(t)‖2
ξ ≤2‖X0 − Y0‖2

ξ + 2

∥∥∥∥
∫ t

0
(E(s, Xn(s)) − E(s, Yn(s)))d∧π(s)

+ (F(s, Xn(s)) − F(s, Yn(s)))dA f (s) + (G(s, Xn(s))

− G(s, Yn(s)))dA+
g (s) + (H (s, Xn(s)) − H (s, Yn(s)))ds

∥∥∥∥
2

ξ

≤2‖X0 − Y0‖2
ξ + C(T)

∫ t

0
et−s{‖E(s, Xn(s)) − E(s, Yn(s))‖2

ξ

+‖F(s, Xn(s)) − F(s, Yn(s))‖2
ξ + ‖G(s, Xn(s)) − G(s, Yn(s))‖2

ξ

+‖H (s, Xn(s)) − H (s, Yn(s))‖2
ξ }ds. (3.16)

By the Lipschitz hypothesis on the coefficientsE, F, G, H , there exist elementsξM,1 ∈ ΘM(ξ) ∈
Fin(D ⊗E) for eachM ∈ {E, F, G, H } such that

‖Xn+1(t) − Yn+1(t)‖2
ξ ≤2‖X0 − Y0‖2

ξ + C(T)

×
∫ t

0
et−s1

[ ∑
M∈{E,F,G,H}

K M
ξ (s1)

2‖Xn(s1) − Yn(s1)‖2
ξM,1

]
ds1

≤2‖X0 − Y0‖2
ξ + C(T)Lξet

∫ t

0
e−s1‖Xn(s1) − Yn(s1)‖2

ξ1
ds1, (3.17)

whereξ1 ∈ {ξM,1 : M ∈ {E, F, G, H }} satisfying

‖Xn(s1) − Yn(s1)‖2
ξ1

= max
M∈{E,F,G,H}

{‖Xn(s1) − Yn(s1)‖2
ξM,1

}, s1 ∈ [0, T ]. (3.18)

Similarly, there existsξ2 ∈ D ⊗ E such that

‖Xn(s1) − Yn(s1)‖2
ξ1

≤ 2‖X0 − Y0‖2
ξ1

+ C(T)Lξ1

∫ s1

0
es1−s2‖Xn−1(s2) − Yn−1(s2)‖2

ξ2
ds2. (3.19)

Onaccount of (3.17), we have for 0≤ t ≤ T ,

‖Xn+1(t) − Yn+1(t)‖2
ξ ≤2‖X0 − Y0‖2

ξ + 2C(T)‖X0 − Y0‖2
ξ1

Lξet
∫ t

0
e−s1ds1

+ C(T)2Lξ Lξ1e
t
∫ t

0

∫ s1

0
e−s2‖Xn−1(s2) − Yn−1(s2)‖ξ2ds2ds1. (3.20)

Continuing the iteration, we have
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‖Xn+1(t) − Yn+1(t)‖2
ξ ≤2‖X0 − Y0‖2

ξ eT + 2C(T)‖X0 − Y0‖2
ξ1

LξeT t

+ 2C(T)2‖X0 − Y0‖2
ξ2

Lξ Lξ1e
T

∫ t

0

∫ s1

0
ds2ds1

+ 2C(T)3‖X0 − Y0‖2
ξ3

Lξ Lξ1Lξ2e
T

∫ t

0

∫ s1

0

∫ s2

0
ds3ds2ds1

+ · · · + C(T)n+1eT Lξ Lξ1 Lξ2 · · · Lξn

∫ t

0

∫ s1

0
· · ·

×
∫ sn

0
‖X0(sn+1) − Y0(sn+1)‖2

ξn+1
ds1ds2ds3 · · · dsn+1.

Finally, by puttingL(ξ) = supn∈N{Lξ , Lξ1, Lξ2, . . . , Lξn} andηn ∈ {ξ, ξ1, ξ2, . . . , ξn, ξn+1} such that
‖X0 − Y0‖ηn = max{‖X0 − Y0‖ξ j , j = 0, 1, 2, . . . , n + 1}. Then we have,

‖Xn+1(t) − Yn+1(t)‖2
ξ ≤2eT‖X0 − Y0‖2

ηn

n+1∑
m=0

[C(T)L(ξ)]m Tm

m!
≤2‖X0 − Y0‖2

ηn
e(C(T)L(ξ)T+T ). (3.21)

We now take the square root of both sides of (3.21), apply the condition that‖X0 − Y0‖η < ∂

for all η ∈ D ⊗ E, and conclude, by lettingn → ∞, that ‖X(t) − Y(t)‖ξ ≤ ε, where ∂ = ε[
2e(C(T)L(ξ)T+T )

]− 1
2 . �
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MATHEMATICAL ANALYSIS OF BASIC REPRODUCTION NUMBER FOR

THE SPREAD AND CONTROL OF MALARIA MODEL WITH NON-DRUG

COMPLIANT HUMANS

Faniran T.S.1 Ayoola E.O.2

Department of Computer and Physical Sciences, Lead City University, Ibadan, Nigeria

Department of Mathematics, University of Ibadan, Ibadan, Nigeria

Abstract: Malaria arises when there is an infection of a host by Plasmodium falciparum

that causes malaria in humans. Non-drug compliance results from not taking medication as

prescribed by doctors. Previous research had concentrated on mathematical modeling of trans-

mission dynamics of malaria without considering some infectious humans who do not comply to

drug. This study is therefore designed to model transmission dynamics of malaria taking into

consideration some infectious humans who do not comply to drug. The model is formulated

using nonlinear ordinary differential equations. The human population is partitioned into Sus-

ceptible human (SH), Exposed Human EH , Infectious human (IH), Non-drug compliant human

INH and Recovered human (RH). Using next generation matrix, the reproduction number R0

is obtained. This is used to analyse the global stability of the disease-free equilibria and local

stability of the endemic equilibria of the model. The global stability of the disease-free equi-

libria and the local stability of the endemic equilibrium of the model are established through

the construction of suitable Lyapunov function and analysis of characteristic equation. It is

shown that the disease-free equilibrium is globally asymptotically stable whenever Ro < 1. It is

also shown that the endemic equilibrium becomes stable through the Routh-Hurwitz stability

criteria. Reproduction number

AMS 2010 Subject Classification: 34C20. 22E30. 92D30

Keywords: non-drug compliance; basic reproduction number; stability.

1 Introduction

Malaria is a complex parasitic disease. It is mostly confined to tropical and subtropical regions

of Africa and Asia because of rainfall, warm temperatures, stagnant water and poor sanitation

that pave way for the provision of conducive environment for mosquito breeding [1, 17, 16].

Although, there were tremendous progresses in the fight against malaria. According to the

World Health Organization’s records for the year 2013, there were 207 million malaria cases

worldwide with 627,000 deaths in 2012 [19, 25].

1Lead City University, Ibadan
2University of Ibadan, Ibadan
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Malaria infection is characterized by high fever, chills, sweating, fatigue, headache and nau-

sea. If it is left untreated, it can cause acute anemia, organ failure or brain damage among

the problems. Malaria is common and life-threatening public health problem in many tropical

and sub-tropical areas of the world. It is currently endemic in over hundred countries. Each

year, approximated three hundred million people fall ill with malaria and one million deaths

are recorded. It is transmitted by female anopheles mosquitoes who bite mainly between sunset

and sunrise [3, 26].

Human malaria is caused by five different species of the parasite belonging to genius Plas-

modium: Plasmodium falciparum (the most deadly), Plasmodium vivax, Plasmodium knowlesi,

Plasmodium malariae and Plasmodium ovale. The last two are fairly uncommon. Plasmodium

knowlesi causes malaria in animal but can also infect humans and may be fatal. Animal malaria

does not spread to humans [11].

Malaria symptoms appear seven days or more (usually 7-15 days) after being bitten by

infectious mosquitoes. Malaria is preventable and curable. It can be treated in just 48 hours

through the use of Artemisinin-based Combination Therapy (ACT) with drug compliance. But

it can result into complication if it is diagnosed and treated lately. It can be prevented by using

insecticides, treated bed nets, spraying with residual insecticides e.t.c.

Over the years, mathematical modeling of the spread of malaria has become an important

tool in understanding the transmission dynamics of the diseases, predicting and controlling the

spread of malaria in the future. Bakary et al.,[5] formulated a mathematical model of non-

autonomous ordinary differential equations describing the dynamics of malaria transmission

with age structure for the vector population. They obtained the basic reproduction number, Ro

and proved that the disease-free equilibrium is locally asymptotically stable for Ro < 1. They

performed numerical simulations to illustrate their analytical results. They concluded that

malaria transmission can be controlled by fighting against the proliferation of the mosquitoes

namely, by reducing available breeder sites. Ousmane et al., [20] presented a mathematical

model of malaria transmission by considering two models: a model of vector population and a

model of virus transmission. They applied Lyapunov principle to study the stability of equi-

librium points. They determined the basic reproduction number using the next generation

matrix. Their numerical simulations revealed that malaria management is concerned firstly

by lowering the mosquito threshold parameters to a value less than unity. Chitnis et al., [7]

formulated a mathematical model for the spread of malaria in human and mosquito population

where they found that the disease-free equilibrium is locally asymptotically stable when Ro < 1

and unstable when Ro > 1. Their numerical simulations showed that for larger values of the

disease-induced death rate, a subcritical (backward) bifurcation is possible at Ro = 1. Wedajo

et al., [24] formulated and analyzed SIR model of malaria that included infected immigrants.

The reproduction number Ro of their model was calculated using the next generation matrix

method. They established the global stability of the equilibrium points using the Lyapunov

function and LaSalle Invariance Principle. They simulated their analytical results and con-
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cluded that the infected immigrants will contribute positively and increase the disease in the

population.

We modified and extended a model developed by Wedajo et al., [24] by incorporating a

new class of non-drug compliant human compartment into the human population. These are

the people who are given medication by their doctors but do not take it as prescribed. These

include those who fail to take the correct dosage and those who do not complete their medica-

tion, that is, those who stop taking their medication as soon as they think that they feel better

after few days of starting treatment. Using stability theory of nonlinear ordinary differential

equations, global dynamics of the model is analyzed. Also, local stability of the endemic equi-

librium solution of the model is established.

In addition to the introductory section, the paper has three more sections. Section two

shows the mathematical formulation of the model. In section three, transformation of the

model is presented. In section four, stability analysis of the model is carried out. Section five

discusses the results and concludes the modeling work.

2 Materials and Methods

In this section, a model for the spread of malaria in the human population and mosquito

vector population is formulated. A malaria model incorporating some infectious humans who

do not comply with drug, is introduced. The total human population denoted by NH is sub-

divided into five classes namely; the susceptible humans SH , the exposed humans EH , the

infectious humans IH , the non-drug compliant humans INH and the recovered humans RH so

that NH = SH + EH + IH + INH + RH . Also, the total mosquito vector population denoted

by NV , is sub-divided into two classes namely; the susceptible mosquito vector, SV and the

infected mosquito vector IH . Thus the total population NH and NV for human and mosquito

population is given by NH = SH + EH + IH + INH +RH and NV = SV + IV .

2.1 Nomenclature/Values of Parameters Involved in the Model

a = average biting rate on man by a single mosquito (infection rate) 0.29 [10]

b = the proportion of bites on man that produces infection 0.75 [10]

p = probability that a mosquito becomes infected 0.75 [10]

θ= fraction of infectious who comply with drug 0.8 [Assumed]

(1− θ)τ= fraction of infectious who do not comply with drug 0.2 [Assumed]

τ = drug efficacy 0.01-0.7 [Assumed]

δ = death rate due to malaria 0.333 [22]

µN = death due to non-drug compliance 0.05 [Assumed]

ν = recovery rate 0.0022 [9]

πh = natural birth rate of humans 0.0015875 [9]

πv = natural birth rate of mosquitoes 0.071 [9]
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α = progression rate of exposed humans 0.0588 [6]

µh = natural death rate of humans 0.00004 [8]

µv = natural death rate of mosquitoes 0.05 [9]

r=education on drug use 0.5 [Assumed]

γ=loss of immunity rate 0.000017 [4, 10]

m=NV

NH
the number of female mosquitoes per human host [2, 23]

2.2 Assumptions of the Model

The following assumptions were made in order to formulate the equations of the model:

(a) The exposed humans recover and return to susceptible population if their immunity is able

to combat the dormant parasites

(b) The exposed humans progress to become infectious if their immunity is unable to combat

the dormant parasites

(c) The exposed humans are those who have dormant parasites in them i.e they cannot yet

infect a susceptible mosquito

(d) All humans are born susceptible and there is no vertical transmission

(e) Some infectious human hosts who are given medication by their doctors and comply with

drug (i.e they take the correct dosage and complete treatment) get treated fully and move to

the recovered human host compartment.

(f) Some infectious human hosts who do not comply with drug get treated partially and move

to non-drug compliant human compartment.

(g) Proportion of active parasites are still in the blood of non-drug compliant humans

(h) When a susceptible mosquito bites the non-drug compliant humans, it becomes infected

(j) Susceptible humans progress to become exposed.

(k) Recovered humans have some immunity that can be lost and again susceptible.

The population of susceptible humans is generated either by birth or immigration at a

constant rate πh. The interaction of humans and female mosquitoes is modelled by standard

incidence [23], with the terms
abSHIV
NH

, which denotes the rate at which susceptible humans

SH get infected by infected mosquitoes IV . The population increases at the rate ν due to the

recovery rate of the exposed humans (if the immune system of the exposed humans is able to

combat the dormant plasmodium parasite because at the exposed stage, plasmodium parasites

are still dormant in the liver). It increases again due to loss of immunity of recovered humans

at the rates γ. The population also decreases when the susceptible humans die naturally at the

rate µh. Putting all these together gives the following equation for the rate of change of the

susceptible population:

dSH
dt

= πhNH −
abSHIV
NH

+ νEH + γRH − µhSH

The population of exposed humans is generated as a result of progression of the susceptible

humans who are infected with plasmodium falciparum by the infected mosquitoes but have

not started displaying symptoms, i.e., they are infected but not yet infectious, with the terms
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abSHIV
NH

. It decreases as a result of recovery of the exposed humans and the progression of

the exposed humans to become infectious(the dormant parasites undergo nuclear division and

thousands of them move down to the blood stream, if the immune system is unable to combat

the parasites at the exposed stage) at the rates ν and αab. It diminishes due to natural death

at the rate µh. Thus,

dEH
dt

=
abSHIV
NH

− νEH −
αabsHIV
NH

− µhEH

The population of infectious humans is generated by the progression rate of the exposed humans

at the rate αab. It diminishes due to drug efficacy τ , death due to malaria δ and natural death

µh. Thus we have

dIH
dt

=
αabSHIV
NH

− τabSHIV
NH

− δIH − µhIH

The population of non-drug compliant humans is generated by a fraction (1− θ)τ of infectious

humans who do not comply with drug. The population reduces due to non-drug compliance,

education on drug use and natural death at the rates µN , rτ and µh so that

dINH
dt

=
(1− θ)τabSHIV

NH

− µNINH − rτINH − µhINH

The population of recovered humans is generated by the fraction θτ of infectious humans who

comply with drug. It reduces due to loss of immunity of the recovered humans and natural

death at the rates γ and µh. It again increases due to education on drug use at the rate r τ .

Thus,

dRH

dt
=
θτabSHIV

NH

− γRH + rτINH − µhRH

In a similar way, the population of mosquito vector changes so that we have the following:

dSV
dt

= πVNV −
apSV (IH + INH)

NH

− µV SV

dIV
dt

=
apSV (IH + INH)

NH

− µV IV

Putting everything together, we have the following system of ordinary differential equations:

dSH
dt

= πhNH −
abSHIV
NH

+ νEH + γRH − µhSH (2.1)

dEH
dt

=
abSHIV
NH

− νEH −
αabsHIV
NH

− µhEH (2.2)

dIH
dt

=
αabSHIV
NH

− τabSHIV
NH

− δIH − µhIH (2.3)

dINH
dt

=
(1− θ)τabSHIV

NH

− µNINH − rτINH − µhINH (2.4)

dRH

dt
=

θτabSHIV
NH

− γRH + rτINH − µhRH (2.5)

dSV
dt

= πVNV −
apSV (IH + INH)

NH

− µvSv (2.6)

dIV
dt

=
apSV (IH + INH)

NH

− µV IV (2.7)
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The restriction on the initial population arises from the fact that the variables describe the

dynamics of human and mosquito populations. Therefore, for the model to be biologically

meaningful, all the initial conditions and parameters must be non-negative. Thus SH(0) ≥ 0,

EH(0) ≥ 0, IH(0) ≥ 0, INH(0) ≥ 0, RH(0) ≥ 0, SV (0) ≥ 0, IV (0) ≥ 0.

The total population sizes NH and NV are

dNH

dt
= (πh − µh)NH − δIH − µNINH (2.8)

dNV

dt
= (πv − µv)NV (2.9)

which are derived by adding (2.1)-(2.5) for the human population and (2.6)-(2.7) for the

mosquito vector population.
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3 Transformation of the model

It is convenient to use fraction of population instead of population number. This is done by

dividing each population class by the total population and hence, we have:

sh =
SH
NH

; ih =
IH
NH

; eh =
EH
NH

, inh =
INH
NH

, rh =
RH

NH

; sv =
SV
NV

; iv =
IV
NV

; m =
NV

NH

.

Differentiating the fraction with respect to time t gives the following:

dsh
dt

= πh(1− sh)− abmshiv + νeh + γrh + δshih + µNshinh (3.1)

deh
dt

= abmshiv − (ν + πh)eh − αabmshiv + δehih + µNehinh (3.2)

dih
dt

= αabmshiv − τabmshiv − (δ + πh)ih + δi2h + µN ihinh (3.3)

dinh
dt

= (τ − θτ)abmshiv − (µN + rτ + πh)inh + δihinh + µN i
2
nh (3.4)

drh
dt

= θτabmshiv − (γ + πh)rh + δihrh + rτinh + µN inhrh (3.5)

dsv
dt

= πv(1− sv)− apsv(ih + inh) (3.6)

div
dt

= apsv(ih + inh)− πviv (3.7)

From the relation sh+eh+ih+inh+rh = 1 and sv+iv = 1, it implies that rh = 1−sh−eh−ih−inh
and sv = 1− iv which reduces to the following system of differential equations:

dsh
dt

= πh(1− sh)− abmshiv + νeh + γ(1− sh − eh − ih − inh) + δshih + µNshinh (3.8)

deh
dt

= abmshiv − (ν + πh)eh − αabmshiv + δehih + µNehinh (3.9)

dih
dt

= αabmshiv − τabmshiv − (δ + πh)ih + δi2h + µN ihinh (3.10)

dinh
dt

= (τ − θτ)abmshiv − (µN + rτ + πh)inh + δihinh + µN i
2
nh (3.11)

div
dt

= apih(1− iv) + apinh(1− iv)− πviv (3.12)

3.1 Existence of Solutions

Here, we provide the following result which guarantees that the malaria model governed by the

system (3.1)-(3.7) is epidemiologically well-posed in a feasible region Γ defined by

Γ ∈ <7
+ and Γh ∪ Γv ⊂ <5

+ ∗ <2
+

Lemma 1: The solutions of the system are contained and bounded in the region, Γ ∈ <7 and

Γc ∪ Γt ⊂ <5
+ ∗ <2

+.

Proof : We show that the feasible solutions are uniformly bounded in proper subsets Γ ∈ <7
+.

Let (sh, eh, ih, inh, rh, sv, iv) ∈ <7 be any solution of the system given byNh = sh+eh+ih+inh+rh

and Nv = sv + iv with non-negative initial conditions. In differential form, we write

dNh

dt
=
dsh
dt

+
deh
dt

+
dih
dt

+
dinh
dt

+
drh
dt
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dNh

dt
= πh − (πh − δih − µN inh)Nh − δih − µN inh

since

sh + eh + ih + inh + rh = Nh

dNh

dt
= πh − (πh − δih − µN inh)Nh − δih − µN inh

Hence we have

Nh

dt
+ (πh − δih − µN inh)Nh = πh − δih − µN inh

Solving yields

Nh = 1 +Be−(πh−δih−µN inh)t

Applying the initial condition Nh(0) = N o
h leads to

Nh = 1 + (N o
h − 1)e−(πh−δih−µN inh)t

Thus Nh → 1 as t→∞
And

dNv

dt
= πh − πvNv

dNh

dt
+ πvNv = πv

We solve to obtain

Nv = 1 + (N o
v − 1)e−πvt

Thus Nv → 1 as t→∞
Hence the feasible region for the model is given by

Γ =

(sh, eh, ih, inh, rh, sv, iv) ∈ <7
+; sh, eh, ih, inh, rh, sv, iv ≥ 0, sh + eh + ih + inh + rh = 1; sv + iv = 1 which

is positively invariant set for the model system. Hence, the model is well-posed and biologically

realistic and meaningful. Thus, all solutions of the human population only are confined in the

feasible region Γh and all solutions of the mosquito vector population are confined in Γv

3.2 Basic Reproduction Number

The computation of the basic reproduction number Ro is needed in order to assess the global

stability of disease-free equilibrium. This is obtained by expressing (3.8)-(3.12) as the difference

between the rate of new infection in each infected compartment F and the rate of transfer

between each infected compartment G. Hence, we have



deh
dt
dih
dt
inh
dt
iv
dt


= F −G =


abmshiv − αabmshiv
αabmshiv − τabmshiv

(τ − θτ)abmshiv

apsvih − apsvinh

−


(ν + πh)eh + δehih + µNehinh

(δ + πh)ih + δi2h + µN ihinh

(µN + rτ + πh)inh + δihinh + µN i
2
nh

πviv


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The Jacobian matrices JF and JG of F and G are found about E0.

S = JFJ
−1
G =



0 0 0 0

0 0 0
ap

πv
0 0 0

ap

πv
−abmα + abm

ν + πh

−abmτ + abmτ

δ + πh

(−τθ + τ)abm

rτ + µN + πh
0


Ro is the maximum eigenvalue of S given as

Ro =
a2bmp(rτα− rτ 2 − rδθ − τθπh + τδ − τµN + αµN + απh)

πv(rτδ + rτπh + δµN + δπh + µNπh + π2
h)

Ro =
a2bmp(rτα− rτ 2 − rδθ − τθπh + τδ − τµN + αµN + απh)

πvATBT
where

AT = δ + πh and BT = µN + rτ + πh

4 Results and Discussions

4.1 Global Stability of the disease-free equilibrium

The disease-free equilibrium solution is obtained by setting the right-hand side of (3.8)-(3.12)

to zero to obtain Eo = (1, 0, 0, 0, 0). Hence, we provide the dynamical behaviour of the model

(3.8)-(3.12) as its solution trajectories approach the disease-free equilibrium solution in what

follows:

Theorem 1: The disease-free equilibrium Eo of (3.8)-(3.12) is globally asymptotically stable

in Γ if Ro ≤ 1 and unstable if Ro > 1.

Proof : Consider the Lyapunov function L = aprδθeh + (aprτ + apµN + apπh)ih + (aprα +

apπh + apδ)inh + ATBT iv. Its time derivative is

L′ = aprδθ
deh
dt

+ (aprτ + apµN + apπh)
dih
dt

+ (aprα + apπh + apδ)
dinh
dt

+ ATBT
div
dt

= aprδθ(abmshiv − CT eh − αabmshiv + δehih + µNehinh) +

(aprτ + apµN + apπh)(αabmshiv − τabmshiv − AT ih + δi2h + µN ihinh) +

(aprα + apπh + apδ)(τabmshiv − θτabmshiv −BT inh + δihinh + µN i
2
nh) +

ATBT [apih(1− iv) + apinh(1− iv)− πviv]
= a2bmp(rτα− rτ 2 − rδθ − τθπh + τδ − τµN + αµN + απh)shiv −

ATBTπviv −Dapeh − Eapih − Fapinh −Ga2bmpshiv

= ATBTπviv

(
a2bmp(rτα− rτ 2 − rδθ − τθπh + τδ − τµN + αµN + απh)sh

ATBTπv
− 1

)
−

Dapeh − Eapih − Fapinh −Ga2bmpshiv
= ATBTπviv(Rosh − 1)−Dapeh − Eapih − Fapinh −Ga2bmpshiv
≤ ATBTπviv(R0sh − 1) ≤ 0 if R0 ≤ 1
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where

AT = δ + πh

BT = µN + rτ + πh

CT = ν + πh

D = rδθCT − δ2ihrθ − µN inhrδθ
E = AT rτ +ATµN +ATBT iv +ATπh− δihrτ − µN inhrτ − δihµN − µN i2nh− δihπh− µN inhπh−
δinhrα− δinhπh − δ2inh − ATBT

F = BT rα +BTπh +BT δ + ATBT iv − ATBT − inhµNδ − inhµNπh − µN inhrα
G = αrδθ + τπh + θτrα− θτδ − τrα− τπh

Therefore, L′ ≤ 0 for Ro ≤ 1. One sees further that (sh, eh, ih, inh, iv) → (1, 0, 0, 0, 0) as

t → ∞. Consequently, the largest compact invariant set in {(sh, eh, ih, inh, iv) ∈ Γ : L′ = 0}
is the E0 and by Lyapunov-Lasalle’s principle [14, 12], the disease-free equilibrium point is

globally asymptotically stable in Γ if Ro ≤ 1 and this completes the proof of Theorem 1.

The epidemiological implication of the result implies that the disease can be eradicated with

population that starts with either large or small number of infectious humans whenever Ro < 1.

4.2 Local Stability of Endemic Equilibrium

We shall first show the interval where the endemic equilibrium exists using the idea of Tumwiine

et al.[23]. Hence, for the existence and uniqueness of endemic equilibrium E1 = (s∗h, e
∗
h, i
∗
h, i
∗
nh, i

∗
v),

its coordinates should satisfy the conditions s∗h > 0, e∗h > 0, i∗h > 0, i∗nh > 0, i∗v > 0. Adding

(3.8)-(3.12), we have

πh(1− s∗h − e∗h − i∗h − i∗nh) + γ(1− s∗h − e∗h − i∗h − i∗nh)− δi∗h(1− s∗h − e∗h − i∗h − i∗nh)− µN i∗nh(1−
s∗h − e∗h − i∗h − i∗nh) + api∗h(1− i∗v) + api∗nh(1− i∗v)− πvi∗v + rτi∗nh − θτabms∗hi∗v = 0

From (3.12), api∗h(1− i∗v) + api∗nh(1− i∗v)− πvi∗v = 0

This yields

(πh + γ − δi∗h − µN i∗nh)(1− s∗h − e∗h − i∗h − i∗nh) = θτabms∗hi
∗
v − rτi∗nh.

Since (1− s∗h − e∗h − i∗h − i∗nh) > 0 and θτabms∗hi
∗
v − rτi∗nh > 0, then

πh + γ − δi∗h − µN i∗nh > 0 (4.1)

Further simplification gives

πh + γ > δi∗h + µN i
∗
nh

since death due to non-drug compliance µN implies death due to malaria δ, then

µN = δ

Therefore, πh + γ > δi∗h + δi∗nh
δ(i∗h + i∗nh) < (λh + γ)

This gives

(i∗h + i∗nh) <
λh + γ

δ
.

Therefore, an endemic equilibrium point exists, where (i∗h+i
∗
nh) lie in the interval

(
0,min

{
1, λh+γ

δ

})
.

If δ < λh+γ, the interval becomes large and this means that malaria persists in the population.
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We next analyze the stability of endemic equilibrium E1 using the Jacobian matrix computed

for (3.8)-(3.12) given by

JE1 =


J11 ν − γ −γ + δs∗h −γ + µNs

∗
h −abms∗h

abmi∗v − αabmi∗v J22 δe∗h µNe
∗
h abms∗h − τabms∗h

αabmi∗v − τabmi∗v 0 J33 µN i
∗
h αabms∗h − τabms∗h

τabmi∗v − θτabmi∗v 0 δi∗nh J44 τabms∗h − θτabms∗h
0 0 ap(1− i∗v) ap(1− i∗v) −π∗v


(4.2)

where

J11 = −πh − abmi∗v − γ + δi∗h + µN i
∗
nh

J22 = −ν − πh + δi∗h + µN i
∗
nh

J33 = −δ − πh + 2δi∗h + µN i
∗
nh

J44 = −µN − rτ − πh + δi∗h + 2µN i
∗
nh

Using Sarrus diagram, i.e.,

a1b2c3d4e5 + a2b3c4d5e1 + a3b4c5d1e2 + a4b5c1d2e3 + a5b1c2d3e4 −
a1b5c4d3e2 − a2b1c5d4e3 − a3b2c1d5e4 − a4b3c2d1e5 − a5b4c3d2e1,
the characteristic equation of the Jacobian matrix (4.2) at the endemic equilibrium point

E1 = (s∗h, e
∗
h, i
∗
h, i
∗
nh, i

∗
v) is a fifth degree polynomial given by

λ5 + a1λ
4 + a2λ

3 + a3λ
2 + a4λ+ a5 = 0 (4.3)
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where

a0 = 1

a1 = (abmi∗v + γ + ν + 2πh − 2δi∗h − 2µN i
∗
nh) + (api∗h + api∗nh + πv) + (δ + πh − 2δi∗h − µN i∗nh) +

(µN + rτ + πh − δi∗nh − 2µN i
∗
nh)

a2 = (δ + πh − 2δi∗h − µN i∗nh)(µN + rτ + πh − δi∗nh − 2µN i
∗
nh)

+(api∗h + api∗nh + πv)(δ + πh − 2δi∗h − µN i∗nh + µN + rτ + πh − δi∗nh − 2µN i
∗
nh) +

(abmi∗v + γ + ν + 2πh − 2δi∗h − 2µN i
∗
nh)(δ + πh − 2δi∗h − µN i∗nh + µN + rτ + πh − δi∗nh − 2µN i

∗
nh) +

(abmi∗v + γ + ν + 2πh − 2δi∗h − 2µN i
∗
nh)(api

∗
h + api∗nh + πv) + (abmi∗v + πh − γ − δi∗h − µN i∗nh)

(ν + πh − δi∗h − µN i∗nh)
a3 = [(api∗h + api∗nh + πv)(δ + πh − 2δi∗h − µN i∗nh)(µN + rτ + πh − δi∗nh − 2µN i

∗
nh) +

(abmi∗v + γ + ν + 2πh − 2δi∗h − 2µN i
∗
nh)(δ + πh − 2δi∗h − µN i∗nh)

(µN + rτ + πh − δi∗nh − µN i∗nh) + (abmi∗v + γ + ν + 2πh − 2δi∗h − 2µN i
∗
nh)(api

∗
h + api∗nh + πv)

(δ + πh − 2δi∗h − µN i∗nh + µN + rτ + πh − δi∗nh − 2µN i
∗
nh) +

(abmi∗v + πh − γ − δi∗h − µN i∗nh)(ν + πh − δi∗h − µN i∗nh)
(δ + πh − 2δi∗h − µN i∗nh + µN + rτ + πh − δi∗nh − 2µN i

∗
nh) +

(api∗h + api∗nh + πv)(abmi
∗
v + πh − γ − δi∗h − µN i∗nh)(ν + πh − δi∗h − µN i∗nh)]

a4 = [(abmi∗v + γ + ν + 2πh − 2δi∗h − 2µN i
∗
nh)(api

∗
h + api∗nh + πv)(δ + πh − 2δi∗h − µN i∗nh)

(µN + rτ + πh − δi∗nh − 2µN i
∗
nh) + (api∗h + api∗nh + πv)

(δ + πh − 2δi∗h − µN i∗nh + µN + rτ + πh − δi∗nh − 2µN i
∗
nh)]

a5 = (abmi∗v + πh − γ − δi∗h − µN i∗nh)(ν + πh − δi∗h − µN i∗nh)
(api∗h + api∗nh + πv)(δ + πh − 2δi∗h − µN i∗nh)(µN + rτ + πh − δi∗nh − 2µN i

∗
nh) +

abm(ν − γ)ap(1− i∗v)(α− a)s∗h(µN + rτ + πh + δi∗nh − 2µN i
∗
nh) +

a2b2m2i∗vs
∗
h(τ − α)ap(1− i∗v)(ν + πh − δi∗h − µN i∗nh)(δs∗h − γ) = 0

Clearly, a0 > 0. Since πh + γ − δi∗h − µN i
∗
nh > 0 from (4.1), then abmi∗v + γ + ν + 2πh −

2δi∗h − µN i∗nh > 0, δ + πh − 2δi∗h − µN i∗nh > 0 and µN + rτ + πh − δi∗nh − 2µN i
∗
nh > 0. Clearly,

api∗h + api∗nh + πv > 0. It then follows that a1 > 0, a2 > 0, a3 > 0, a4 > 0 and a5 > 0 for

abmi∗v+γ+ν+2πh−2δi∗h−µN i∗nh > 0, δ+πh−2δi∗h−µN i∗nh > 0, µN+rτ+πh−δi∗nh−2µN i
∗
nh > 0

and api∗h + api∗nh + πv > 0. Therefore, all the coefficients ais are positive. The necessary and

sufficient conditions for the local stability of the endemic equilibrium E1 are that the Hurwitz

determinants, Hi, are all positive for the Routh-Hurwitz criteria [18]. Hence, since a1 > 0,

a2 > 0, a3 > 0, a4 > 0 and a5 > 0, then

H1 > 0,

H2 > a1a2 − a3 > 0,

H3 = a1a2a3 + a1a5 − a21a4 − a23 > 0,

H4 = (a3a4 − a2a5)(a1a2 − a3)− (a1a4 − a5)2 > 0,

H5 = a5H4 > 0

Therefore by Routh-Hurwitz theorem [15, 18], all the eigenvalues of the polynomial P (λ) have

negative real parts and the endemic equilibrium is locally asymptotically stable.
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The theorem below summarizes the above result:

Theorem: The endemic equilibrium is locally asymptotically stable if all the eigenvalues of

the polynomial P (λ) have negative real part.

5 Discussion of Results and Conclusion

In this work, a mathematical model is formulated and analysed to study the transmission

and spread of malaria parasite in a population. The model incorporates a class of non-drug

compliant human compartment into the population. A 7-dimensional system of nonlinear

ordinary differential equations is modelled. It is shown that there exist a domain Γ where the

model is well-posed and biologically meaningful. The disease-free equilibrium points of the

model are obtained and analysed for stability. The condition for disease spread which is the

basic reproduction number, R0, is calculated respectively. It is shown that when R0 < 1, malaria

is cleared from the population. Whereas, if R0 > 1, the disease persists in the population. Thus,

a new class of non-drug compliant humans can contribute to the spread of malaria as susceptible

mosquitoes get infected when they bite this group thereby spreading malaria in the population.

Also, public health can educate people on the effect of the incorporated non-drug compliant

human compartment on transmission dynamics of malaria model by using this article as a study

guide for seminars, workshop or training programs.
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